
                              
 

  
AD_________________ 

 
 
 
Award Number: W81XWH-04-1-0080 
 
 
 
TITLE:   Biomarkers of Selenium Action in Prostate Cancer 
 
 
 
PRINCIPAL INVESTIGATOR: Jacques Lapointe 
   
 
 
CONTRACTING ORGANIZATION:   Stanford University 
                                                           Stanford, CA  94305      

     
  
REPORT DATE:   March 2006 
 
 
 
TYPE OF REPORT:  Annual Summary 
 
 
 
 PREPARED FOR:  U.S. Army Medical Research and Materiel Command 
                               Fort Detrick, Maryland  21702-5012 
             
  
DISTRIBUTION STATEMENT: Approved for Public Release;  
                                                  Distribution Unlimited 
 
 
 
The views, opinions and/or findings contained in this report are those of the author(s) and 
should not be construed as an official Department of the Army position, policy or decision 
unless so designated by other documentation. 



 

 

REPORT DOCUMENTATION PAGE 
Form Approved 

OMB No. 0704-0188 
Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and maintaining the 
data needed, and completing and reviewing this collection of information.  Send comments regarding this burden estimate or any other aspect of this collection of information, including suggestions for reducing 
this burden to Department of Defense, Washington Headquarters Services, Directorate for Information Operations and Reports (0704-0188), 1215 Jefferson Davis Highway, Suite 1204, Arlington, VA  22202-
4302.  Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to any penalty for failing to comply with a collection of information if it does not display a currently 
valid OMB control number.  PLEASE DO NOT RETURN YOUR FORM TO THE ABOVE ADDRESS. 
1. REPORT DATE  
01-03-2006 

2. REPORT TYPE
Annual Summary

3. DATES COVERED 
1 Jan 2004 – 28 Feb 2006

4. TITLE AND SUBTITLE 
 

5a. CONTRACT NUMBER 
 

Biomarkers of Selenium Action in Prostate Cancer 
 

5b. GRANT NUMBER 
W81XWH-04-1-0080 

 5c. PROGRAM ELEMENT NUMBER 
 

6. AUTHOR(S) 
 

5d. PROJECT NUMBER 
 

Jacques Lapointe 
 

5e. TASK NUMBER 
 

 5f. WORK UNIT NUMBER
 

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 
 

8. PERFORMING ORGANIZATION REPORT   
    NUMBER 

Stanford University 
Stanford, CA  94305   
 

 
 
 
 
 

 
 
 

9. SPONSORING / MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSOR/MONITOR’S ACRONYM(S) 
U.S. Army Medical Research and Materiel Command   

Fort Detrick, Maryland  21702-5012   
 11. SPONSOR/MONITOR’S REPORT  
        NUMBER(S) 
   
12. DISTRIBUTION / AVAILABILITY STATEMENT 
Approved for Public Release; Distribution Unlimited  
 
 
 

13. SUPPLEMENTARY NOTES 
 Original contains colored plates: ALL DTIC reproductions will be in black and white. 

14. ABSTRACT  
This study was designed to identify new, mechanistically relevant biomarkers of selenium responsiveness for use in 
intervention trials. We have characterized the global transcriptional response of LNCaP prostate cancer cells to selenium by 
using cDNA microarray. We have identified molecular targets of selenium that are secretory using bioinformatics approaches 
and datasets of selenium modulated transcripts and membrane bound and secretory proteins. To help prioritizing biomarker 
candidates, we have cross-referenced the selenium modulated genes list with existing prostate cancer microarray data sets. 
Using this approach, we have narrowed down the number of biomarker candidates that we are now characterizing in more 
details. 

15. SUBJECT TERMS 
Biomarkers, selenium, prostate cancer, microarray 

16. SECURITY CLASSIFICATION OF: 
 

 18. NUMBER 
OF PAGES 

19a. NAME OF RESPONSIBLE PERSON 
USAMRMC  

a. REPORT 
U 

b. ABSTRACT 
U 

c. THIS PAGE 
U 

 
UU 

 
  42 

19b. TELEPHONE NUMBER (include area 
code) 
 

 Standard Form 298 (Rev. 8-98) 
Prescribed by ANSI Std. Z39.18 



 
 
 

Table of Contents 
 

 
 
Cover……………………………………………………………………………………1 
 
SF 298……………………………………………………………………………..……2 
 

Introduction…………………………………………………………….…………....4

 
Body…………………………………………………………………………………….4
 
Key Research Accomplishments………………………………………….………5
 
Reportable Outcomes……………………………………………………………….5
 
Conclusions…………………………………………………………………………..5
 
References……………………………………………………………………………5
 
Appendices……………………………………………………………………………6  
           



                                                                  4

Introduction Biomarkers of selenium actions in prostate tissue would be of great value 
in stratifying patients and monitoring the study subject compliance in clinical trials. We 
hypothesized that a subset of genes that show expression changes after selenium 
supplementation encode secretory proteins that can be detected in serum and serve as 
biomarkers of response to selenium. To identify such biomarkers, we proposed to identify 
molecular targets of selenium that are secretory using bioinformatics approaches and 
datasets of selenium modulated transcripts and membrane bound and secretory proteins. 
 
Body Methylseleninic acid (MSA) has been shown to have potent anticancer activity and 
is an excellent compound for studying the anticancer effect of selenium in vitro. The 
global transcriptional response of LNCaP prostate cancer cell line to MSA was 
characterized using cDNA microarray1. The expression of 1128 transcripts corresponding 
to 809 genes showed striking dose- and time-dependent changes in response to 3-30 µM 
MSA over the time course of 48 h. Transcript levels of many cell cycle-regulated genes 
change in response to MSA, suggesting that MSA inhibits proliferation. Consistent with 
these gene expression changes, cell proliferation, monitored by carboxyfluoroscein 
succinimidyl ester staining, was decreased after MSA treatment, and an accumulation of 
cells at G0/G1 phase was detected by flow cytometry. Surprisingly, MSA also modulated 
expression of many androgen-regulated genes, suppressed androgen receptor (AR) 
expression at both mRNA and protein level, and decreased levels of prostate specific 
antigen secreted into the medium. Low concentrations of MSA also induced significant 
increases in transcript levels of phase 2 detoxification enzymes and induced NADPH 
dehydrogenase, quinone 1 enzymatic activity, a surrogate marker of global phase 2 
enzyme activity. Our results suggest that MSA may protect against prostate cancer by 
inhibiting cell proliferation, by modulating the expression of AR and AR-regulated genes 
and by inducing carcinogen defenses. 
 Since a large number of MSA-regulated genes were identified, we decide to cross-
reference the MSA-regulated genes list with existing prostate cancer microarray data sets 
to help prioritizing biomarker candidates (Fig.1a). Of the 809 genes regulated by MSA, 
80 genes were also found among the 869 genes we previously identified to display 
significantly decreased expression in prostate tumors compared with normal prostate 
tissue 2. Five of the 80 genes were found among the 273 genes we previously identified 
whose expression is induced by treatment of prostate cancer cell lines with the DNA 
methyltransferase inhibitor 5-Aza-2'-deoxycytidine (5-aza-dC) 3. Furthermore, SLPI 
(Secretory Leukocyte Peptidase Inhibitor) is the only gene that encodes for a secreted 
protein. We decided to further study the expression of this protein in prostate. Using 
immunohistochemistry, we measured the expression of SLPI in 23 normal prostate and 
15 prostate tumor samples. These samples were represented by 1.5 mm cores on a tissue 
microarray assembled in the course of an other research project. Although not statistically 
significant (p= 0.12, Ҳ2 test), we observed a trend toward a diminution of expression of 
SLPI in cancerous tissues compared to normal tissues (Fig. 1b). To more directly 
characterize the effect of SLPI expression on prostate cancer cell growth, we have build a 
plasmid construct directing its expression. Prostate cancer cells are transfected with the 
plasmid construct to assess the resulting phenotype. These experiments are currently 
carried out. 
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Key research accomplishments 
1. A list of potential secretory biomarkers for selenium action has been 
generated using bioinformatics approaches and datasets of selenium-modulated 
transcripts and membrane bound and secretory proteins. It provides the basis for 
further validation of these candidates using traditional methods. 
2. The global gene expression changes induced by MSA have been assessed. The effects 
of MSA on cell cycle progression have been examined using bioinfomatics tools and 
flow cytometry. MSA caused G0/G1 accumulation of the cells.  The effects of MSA on 
androgen-regulated gene expression have been determined. 
3. The number of potential biomarker candidates has been narrow down by cross-
referencing with existing prostate cancer microarray data sets. 
4. For one biomarker candidate, we have assessed its expression in prostate tissue and 
started the functional studies. 
 
Reportable outcomes 
1. Published papers 
Title: Diverse effects of methylseleninic acid on the transcriptional program of 
human prostate cancer cells. 
Authors: Zhao H, Whitfield ML, Xu T, Botstein D, Brooks JD. 
Journal: Mol Biol Cell. 2004 Feb;15(2):506-19. 
Title: Genome-wide characterization of gene expression variations and DNA copy 
number changes in prostate cancer cell lines. 
Authors: Zhao H, Kim Y, Wang P, Lapointe J, Tibshirani R, Pollack JR, Brooks JD. 
Journal: Prostate 2005. May 1;63(2):187-97  
Title: Molecular targets of doxazosin in human prostatic stromal cells. 
Authors: Zhao H, Lai F, Nonn L, Brooks JD, Peehl DM. 
Journal: Prostate 2005. Mar 1;62(4):400-10  
2. Training completed 
AACR Pathobiology of Cancer - The Edward A. Smuckler Memorial Workshop 
Workshop 2004, July Snowmass Village, Colorado 
 
Conclusions 
1. A subset of genes that show expression changes after selenium supplementation 
encode secretory proteins. These proteins may be detected in serum and serve as 
biomarkers of response to selenium. 
2. Our results suggest that MSA may protect against prostate cancer by inhibiting cell 
proliferation, by modulating the expression of AR, and AR-regulated genes and by 
inducing carcinogen defenses. 
 
References 
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of prostate cancer. Proc Natl Acad Sci U S A (2004). 
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Figure 1. Identification of SLPI as a potential biomarker of selenium action.  a, flow 

diagram depicting the cross-referencing of selenium modulated genes with other 

microarray data sets to identify SLPI as a relevant biomarker candidate of selenium (see 

text for details). b, Immunohistochemistry staining of normal and prostate cancer tissues 

with anti SLPI antibody.
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Methylseleninic acid (MSA) has been shown to have potent anticancer activity and is an excellent compound for studying
the anticancer effects of selenium in vitro. To gain insights into the effects of MSA in prostate cancer, we characterized
the global transcriptional response of LNCaP, an androgen-sensitive human prostate cancer cell line, to MSA by using
high-density cDNA microarrays. We identified 951 genes whose expression shows striking dose- and time-dependent
changes in response to 3–30 �M MSA over the time course of 48 h. Transcript levels of many cell cycle-regulated genes
change in response to MSA, suggesting that MSA inhibits proliferation. Consistent with these gene expression changes,
cell proliferation, monitored by carboxyfluoroscein succinimidyl ester staining, was decreased after MSA treatment, and
an accumulation of cells at G0/G1 phase was detected by flow cytometry. Surprisingly, MSA also modulated expression
of many androgen-regulated genes, suppressed androgen receptor (AR) expression at both mRNA and protein level, and
decreased levels of prostate specific antigen secreted into the medium. Low concentrations of MSA also induced
significant increases in transcript levels of phase 2 detoxification enzymes and induced NADPH dehydrogenase, quinone
1 enzymatic activity, a surrogate marker of global phase 2 enzyme activity. Our results suggest that MSA may protect
against prostate cancer by inhibiting cell proliferation, by modulating the expression of AR and AR-regulated genes and
by inducing carcinogen defenses.

INTRODUCTION

Increasing evidence suggests that selenium compounds
have promise as prostate cancer preventive agents. Several
epidemiological studies have shown an inverse association
between selenium levels in the serum or toenails and the
subsequent risk of developing prostate cancer (Willett et al.,
1983; Yoshizawa et al., 1998; Helzlsouer et al., 2000; Nomura
et al., 2000; Brooks et al., 2001a). Animal and human inter-
vention trials have shown that a daily supplementation with
selenium-containing compounds reduces the risk of several
malignancies, particularly human prostate cancer (Ip and
White, 1987; el-Bayoumy, 1994; Reddy et al., 1994; Clark et
al., 1996, 1998; Medina et al., 2001; Rao et al., 2001; Davis et al.,
2002; Duffield-Lillico et al., 2002). The Nutritional Prevention
of Cancer Trial, for instance, showed significantly lower
incidence of prostate cancer diagnosis in subjects random-
ized to receive 200 �g of selenized yeast after 6.4 and 7.4 yr
of follow-up, as well as reduced total cancer incidence (Clark
et al., 1996; Duffield-Lillico et al., 2002). Although this study
has been criticized for its use of secondary endpoints, it has

provided compelling rationale for the recently initiated Se-
lenium and Vitamin E Cancer Prevention Trial (SELECT), a
12-year prospective, randomized trial involving 32,000 men
(Hoque et al., 2001; Klein et al., 2001).

The inverse relationship between selenium intake and
prostate cancer risk has prompted a great deal of interest in
understanding the mechanisms of selenium chemopreven-
tion. Diverse forms of selenium have been shown to affect a
variety of biological processes important in carcinogenesis
(Ip, 1998; Combs, 2001; El-Bayoumy, 2001; Fleming et al.,
2001; Ganther, 2001; Kim and Milner, 2001; Lu and Jiang,
2001; Youn et al., 2001). Selenium compounds have been
shown to inhibit cell proliferation and induce apoptosis, and
these are thought to be major mechanisms by which sele-
nium prevents tumor initiation or progression (Ip et al.,
2000a; Combs, 2001; Ganther, 2001; Lu, 2001). Selenium com-
pounds also protect cells against oxidative stress and genetic
damage, and block tumor angiogenesis (El-Bayoumy, 2001;
Lu and Jiang, 2001). However, a comprehensive understand-
ing of the mechanisms underlying selenium’s anticancer
effects is currently lacking.

Monomethylated forms of selenium are highly potent and
efficacious chemopreventive agents. Methylselenocysteine
(MSC) and methylseleninic acid (MSA) have been shown to
be more active in cancer prevention than inorganic selenite,
or selenomethionine, the form of selenium being used in
SELECT (Ip et al., 1991; Ip, 1998; Combs, 2001; Hoque et al.,
2001; Klein et al., 2001). It is believed that they are the direct
precursors of methylselenol, possibly the key metabolite
responsible for selenium’s anticancer activity. Whereas MSC

Article published online ahead of print. Mol. Biol. Cell 10.1091/
mbc.E03–07–0501. Article and publication date are available at
www.molbiolcell.org/cgi/doi/10.1091/mbc.E03–07–0501.

§ Corresponding author. E-mail address: jdbrooks@stanford.edu.
Abbreviations used: AR, androgen receptor; CFSE, carboxyfluo-
roscein succinimidyl ester; GAPDH, glyceraldehyde-3-phos-
phate dehydrogenase; MSA, methylseleninic acid; MSC, meth-
ylselenocysteine; NQO1, NADPH dehydrogenase, quinone 1;
PSA, prostate-specific antigen.
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requires the action of cysteine conjugate �-lyase or related
lyases to be converted to methylselenol, MSA does not (An-
dreadou et al., 1996; Ganther and Lawrence, 1997; Ip, 1998; Ip
et al., 2000b). It is 10 times more potent than MSC in affecting
biological processes in vitro, probably because of limited
�-lyase activity in cultured eukaryotic cells (Ip et al., 2000b).

Therefore, MSA is an ideal compound for studying the
anticancer effects of selenium in vitro.

DNA microarrays provide a genome-wide view of the
biological processes affected by cellular perturbations and
offer an opportunity to gain new insights into the mecha-
nisms by which preventive agents exert their effects (Wil-

Figure 1. Hierarchical clustering analysis of MSA-responsive genes in LNCaP cells. Each column represents data from a single time
point after treatment with MSA, and each row represents expression levels for a single gene across the time course. The 1128 transcripts
were up-regulated (red) or down-regulated (green) after exposure to 3, 10, or 30 �M MSA as indicated at the top of the image. The
degree of color saturation corresponds with the ratio of gene expression shown at the bottom of the image. For comparison, the gene
expression pattern of untreated cells at time 0 is shown at the closed arrowhead. The data from each treatment condition were arranged
in a time ascending order (1, 2, 4, 6, 9, 12, 15, 18, 24, and 48 h) as indicated on top of the image. The gene tree shown at the left of the
image corresponds to the degree of similarity (Pearson correlation) of the pattern of expression for genes across the experiments. Genes
in cluster A–E show different temporal response to MSA in a dose-dependent manner. Full transcript identities and raw data are
available at http://www.Stanford.edu/~hongjuan/MSA.
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Figure 2. Cell cycle-regulated genes modulated by MSA. Genes that occur more than once are represented by multiple clones on arrays. (A)
Transcripts representing previously characterized cell cycle-regulated genes. (B) Cell cycle-regulated transcripts identified by Whitfield et al.
(2002) that are down-regulated by MSA. The number of transcripts belonging to different cell cycle phases is shown at the right of the image.

H. Zhao et al.
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liams and Brooks, 2001). Herein, we have undertaken a
systematic evaluation of the changes in gene expression that
result from treatment of the androgen-sensitive prostate can-
cer cell line LNCaP with MSA. We identified 1128 clones
representing 951 genes whose expression levels are affected
by MSA in a time- and dose-dependent manner. The tran-
scriptional profiles and confirmatory experiments suggest
that MSA causes cell accumulation at G0/G1 modulates the
expression of androgen receptor (AR) and its regulated
genes, and induces enzymes that detoxify carcinogens.

MATERIALS AND METHODS

Cell Culture and Treatment
LNCaP cells were cultured in RPMI 1640 medium with 2 mM l-glutamine,
100 U/ml penicillin/100 �g/ml streptomycin (Invitrogen, Carlsbad, CA), and
5% defined fetal bovine serum that contributed 13 nM selenium to the
medium (Hyclone Laboratories, Logan, UT). When cells reached �40–60%
confluence, the medium was changed, and 12–24 h later the cells were treated
with 3, 10, or 30 �M MSA (pH adjusted to 7.0) (Selenium Technologies,
Lubbock, TX). The doses used in this study were chosen based on previous
studies using MSA in vitro and reported selenium levels in human serum (Ip
et al., 2000b; Nomura et al., 2000; Brooks et al., 2001a; Jiang et al., 2001; Sinha
et al., 2001; Dong et al., 2002; Zhu et al., 2002). At several time points after
exposure, total RNA was harvested as described below. Untreated cells
cultured in parallel were used as controls for each time point.

Total RNA Isolation
Medium was aspirated from each 150-mm cell culture plate, and 5 ml of
TRIzol solution (Invitrogen) was added. After 5 min of gentle agitation,
lysates were extracted with chloroform, and the organic and aqueous layers
were separated using Phase Lock Gel (Eppendorf-5 Prime, Inc., Boulder, CO).
Total RNA was precipitated with isopropanol and further purified with
RNeasy mini kit (QIAGEN, Valenica, CA). The concentration of total RNA
was determined using an MBA 2000 spectrometer (PerkinElmer Life Sciences,
Boston, MA), and the integrity of total RNA was assessed using a 2100
Bioanalyzer (Agilent Technologies, Palo Alto, CA).

cDNA Microarray Hybridizations
Fluorescently labeled cDNA probes were prepared from 70 �g of total RNA
isolated from MSA-treated cells (Cy5 labeled) and control cells (Cy3 labeled)
by reverse transcription with an Oligo dT primer 5�-TTTTTTTTTTTTTTTT-3�
(QIAGEN) as described previously (Zhao et al., 2002). Labeled probes from
MSA-treated and control cells for each time point were mixed and hybridized
overnight to spotted cDNA microarrays with 42,941 elements (Stanford Func-
tional Genomics Facility). Microarray slides were then washed to remove
unbound probe and analyzed as described previously (Zhao et al., 2002).

Data Processing and Analysis
Fluorescence intensities for each fluoroprobe were acquired using an Axon
scanner 4000B and analyzed with GenePix Pro3.0 software (Axon Instru-
ments, Union City, CA). Spots of poor quality were removed from further
analysis by visual inspection. Data files containing fluorescence ratios were
entered into the Stanford Microarray Database where biological data were
associated with fluorescence ratios, and genes were selected for further anal-
ysis (Sherlock et al., 2001). Only spots with a signal intensity �150% above
background in both Cy5 and Cy3 channels in at least 80% of the microarray
experiments were used in the subsequent analysis. We arbitrarily selected
transcripts whose expression level varied at least twofold after treatment
compared with controls in at least three of the experiments examined. Prior
work has shown that twofold variations in expression reliably reflect changes
in expression levels measured by other methods (Blader et al., 2001; Jones and

Arvin, 2003). The genes in the resulting data table were ordered by their
patterns of gene expression by using hierarchical clustering analysis (Eisen et
al., 1998) and visualized using Treeview software (http://rana.lbl.gov/Eisen-
Software.htm). The data for all 1128 clones as well as the primary data are
available at http://www.stanford.edu/�hongjuan/MSA.

Cell Proliferation and Cell Cycle Assay
Cell proliferation was determined using 5- or 6-(N-succinimidyloxycarbonyl)-
3�,6�-O,O�-diacetylfluorescein (CFSE) (Dojindo Molecular Technologies,
Gaithersburg, MD) staining (Lyons, 2000; Groszer et al., 2001) Untreated cells
were stained with 1 �M CFSE in RPMI 1640 medium at 37°C for 10 min before
being seeded in 60-mm plates with fresh media. After cells were cultured
overnight, the media were again changed to eliminate residual CFSE that may
have leaked from the cells. Half of the plates were treated with MSA for
different lengths of time and harvested by trypsinization, and the remaining
untreated plates cultured in parallel were used as controls. The absolute
intensity of CFSE within each cell was measured by flow cytometry, and the
average intensity of CFSE within the population calculated using Flow Jo
software (http://www.flowjo.com/v4/html/overview.html).

Cell cycle distribution was determined by propidium iodide (PI) (Sigma-
Aldrich, St. Louis, MO) staining. After aspirating the media, treated and
control cells were collected by trypsinization and washed with 1� phosphate-
buffered saline. Duplicate samples were collected for each growth condition.
Cells were fixed with 70% ice-cold ethanol overnight and stained with PI (20
�g/ml) in presence of RNase A (300 �g/ml) at 37°C for 30 min. The DNA
content of the cells was determined by flow cytometry, and cell cycle distri-
bution was analyzed with Flow Jo software.

Western Blotting
Treated and control cells were lysed with 1 ml of radioimmunoprecipitation
assay buffer (pH 7.4, 50 mM Tris-HCl, 1% NP-40, 0.25% Na-deoxycholate, 150
mM NaCl, 1 mM EDTA, 1 mM phenylmethylsulfonyl fluoride, 1 �g/ml
aprotinin). The cell lysate was passed through a 21-gauge needle to shear the
cellular DNA. Protein concentration was determined using a BCA protein
assay kit (Pierce Chemical, Rockford, IL). Ten to 15 �g of protein was
separated using a 4–20% Tris-HCl precast gel (Bio-Rad, Hercules, CA), and
transferred to a Hybond-P membrane (Amersham Life Sciences, Arlington
Heights, IL). AR was detected with a rabbit polyclonal antibody against the
amino terminus of human AR, sc-816 (Santa Cruz Biotechnology, Santa Cruz,
CA) and visualized with an ECL Plus kit (Amersham Biosciences, Piscataway,
NJ). Glyceraldehyde-3-phosphate dehydrogenase (GAPDH) was detected
with a monoclonal mouse anti-rabbit antibody, MoAb 6C5, which reacts with
human GAPDH (Research Diagnostics, Flanders, NJ). AR and GAPDH signal
intensities were quantified with a GS-700 densitometer (Bio-Rad).

Determination of Secreted Prostate-specific Antigen (PSA)
Levels
Media from MSA-treated and control cells cultured on a 24-well plate was
aspirated and stored at �80°C. PSA concentration in the thawed medium was
measured using a human prostate specific antigen ELISA kit (Alpha Diag-
nostic International, San Antonio, TX) and was normalized to total protein of
cells cultured in the same well where the medium was taken.

NADPH Dehydrogenase, Quinone 1 (NQO1) Enzymatic
Activity Assay
After aspirating the media, treated and control cells cultured in a 96-well plate
were lysed with 200 �l of 0.08% digitonin (Sigma-Aldrich)/2 mM EDTA (pH
8.0) at 37°C for 30 min. NQO1 enzymatic activity was assessed in triplicate by
the menadione-coupled reduction of tetrazolium dye as described previously
(Brooks et al., 2001b). Enzymatic activity for each sample was averaged across
the triplicate and normalized to total cell protein in each sample.

RESULTS

MSA Affects Gene Expression in LNCaP Cells in a Dose-
and Time-dependent Manner
To study systematically the effects of MSA in human pros-
tate cancer cells in vitro, we characterized the temporal
program of gene expression induced by treating LNCaP
cells with three different concentrations of MSA. Thirty-one
samples (10 samples/concentration over the course of 48 h
plus one sample from untreated cells) were analyzed on
microarrays containing �42,941 features representing
�29,587 different human genes as inferred from UNIGENE
clusters. The 1128 clones representing 951 genes displayed
changes in expression levels of at least twofold after MSA
treatment compared with controls in at least three samples.

Figure 2 (cont). The effect of MSA on expression of these genes is
shown to the left organized in the same order as in A. The pattern
of these genes across multiple cell cycles in HeLa cells is shown to
the right. Thy-Thy indicates a double thymidine block to synchro-
nize cells at S phase before release. Thy-Noc indicates a thymidine-
nocodazole block to synchronize cells at mitosis before release.
Shake indicates cells collected with an automated cell shaker that
were used as synchronized in mitosis. The green bar above each
column represents S phase, and the red arrowheads indicate mitosis
as estimated by flow cytometry or bromodeoxyuridine labeling. (C)
Cell cycle-regulated transcripts identified by Whitfield et al. (2002)
that are up-regulated by MSA.
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Many of the transcripts represent poorly characterized genes
or expressed sequence tags. The data for the 1128 transcripts
were ordered by their patterns of gene expression by hier-
archical clustering (Eisen et al., 1998) (Figure 1). The com-
plete data set, including raw data, is available at http://
www.stanford.edu/�hongjuan/MSA.

MSA produced discrete, reproducible, time- and dose-
dependent changes in gene expression in LNCaP cells. Ex-
pression changes were largely similar among cells treated
with 3, 10, and 30 �M MSA; however, with higher concen-
trations of MSA, changes in gene expression were larger in
both the magnitude and duration. The number of transcripts
whose expression increased or decreased was similar (541
and 587, respectively). Approximately one-half of the tran-
scripts showed changes within 1–2 h after treatment with
peak variation occurring within 8 h and returned to baseline
expression levels by 24 h (Figure 1, clusters A and D). Many
of the functionally characterized genes in cluster A are
known to be involved in androgen signaling pathways. The
remaining transcripts were delayed in their response, with
expression changes that peaked between 12 and 24 h and
that remained apparent at 48 h (Figure 1, clusters B, C, and
E). These included genes involved in cell cycle regulation
(cluster B) and phase 2 detoxification enzymes (cluster C).
Known genes in clusters D and E are involved in diverse
biological processes, including immune and stress responses
(IGSF3, IGSF4, and NFIL3), apoptosis regulation (BIRC2,
BIRC3, and TNFAIP3), transcriptional regulation (ATF3,
ELF3, and MAD), signal transduction (JAK1, ARHB, and
SH3BP5), tumor suppression (MEN1, ING1, and IRF1), ves-
icle trafficking (SEC24D, STX1A, and RAB31), and cell shape
control (KLHL2, WASF1, and MAP1B).

MSA Changes Expression of Cell Cycle-regulated Genes
MSA has been shown to inhibit cell growth through its
effects on the cell cycle in several model systems, although
not in the LNCaP cell line. A subset of the 1128 transcripts
(Figure 1, cluster B) modulated by MSA in LNCaP cells
represent known cell cycle-regulated genes (Figure 2A). To
gain insight into the effect of MSA on cell cycle-regulated
genes, we compared these 1128 transcripts to a set of 1134
transcripts (representing �850 genes) that vary periodically
as synchronized HeLa cells pass through the cell cycle
(Whitfield et al., 2002). In the latter data set, all 1134 tran-
scripts were grouped according to the phase in the cell cycle
where their expression peaked. Between the MSA and cell
cycle data sets, 172 transcripts were found in common. The
127 transcripts that showed decreased expression were dis-
tributed throughout all phases of the cell cycle and included
genes involved in DNA replication initiation (CDC6, MCM2,
and MCM6), DNA repair (PCNA), and cell cycle control
(CDC25A and E2F1) expressed in G1/S phase, DNA repli-
cation (RRM1, RRM2, and TYMS) expressed in S phase,
chromosome condensation and organization (TOP2A and
CENPA), mitotic spindle checkpoint (CDC20 and BUB1B),
and centrosome duplication (PLK and STK15) expressed in
G2 and M phase (Figure 2B). There were 45 clones in com-
mon between the data sets that were up-regulated by MSA
that, again, were distributed throughout all phases of the cell
cycle. These transcripts show periodic expression in HeLa
cells with an expression pattern that was the inverse of the
genes that are down-regulated by MSA. In this set of tran-
scripts are known inhibitors of proliferation, most notably
CDKN1A (p21), CDKN2D (p19), and CDKN1C (p57), all of
which are potent negative regulators of G1 cyclin/cdk com-
plexes (Sherr and Roberts, 1999; Gitig and Koff, 2000). This

suggests that induction of this set of genes by MSA may
modulate decreased proliferation in LNCaP cells.

The distribution of transcripts affected by MSA across all
phases of the cell cycle suggested that MSA might cause
LNCaP cells to exit the cell cycle, rather than induce an
arrest at a specific cell cycle phase or slow cell cycle progres-
sion. In the HeLa cell cycle experiments, cell cycle arrest was
associated with high expression of transcripts typically ex-
pressed during the phase of the cell cycle at which arrest
occurs (see Thy-Thy, Thy-Noc, and Shake off in Figure 2B).
In LNCaP treated with MSA, on the other hand, expres-
sion variations of cell cycle-regulated transcripts were not
selectively associated with any particular phase of the cell
cycle; cell cycle-regulated transcripts typically expressed
in a particular phase of the cell cycle (i.e., G1, S, or G2/M)
all showed decreased expression and the transcripts that
displayed increased expression are known to inhibit cell
proliferation. These expression changes, therefore, sug-
gest that cells are exiting the cell cycle in response to
MSA, rather than arresting at a particular phase in the cell
cycle.

MSA Inhibits Cell Proliferation by Induction of Cell
Accumulation at G0/G1
Based on the expression changes in the cell cycle-regulated
genes, we assessed the effect of MSA on the proliferation of
the LNCaP cells after pulse exposure to CFSE. CFSE diffuses
freely into cells where it is converted to a fluorescently
tagged membrane impermeable dye that is retained in the
cytoplasm. With each round of cell division, the retained
CFSE is partitioned equally to daughter cells and the relative
intensity of the dye becomes decreased by half. At concen-
trations between 3 and 30 �M, MSA produced a dose-
dependent inhibition of LNCaP cell growth, evident by the
significantly higher mean intensity of CFSE in treated cells
compared with controls (Figure 3). CFSE levels in MSA-
treated cells remained high relative to control cells up to 48 h
and then the inhibitory effect began to diminish (our unpub-
lished data). Exchange of the medium at 72 h and retreat-
ment with MSA produced growth inhibition out to 120 h
similar in magnitude to that produced by the first treatment.
Therefore, as predicted from gene expression profiling, MSA
inhibits LNCaP cell growth and cells retain sensitivity to this
inhibition with repeated treatments.

To evaluate whether the decreased proliferation we ob-
served was most consistent with cell cycle arrest or exit from
the cell cycle, we performed flow cytometry on MSA-treated
and untreated LNCaP cells. The proportion of cells at G0/
G1, S, and G2/M phase was determined after 24-h exposure
to different concentrations of MSA. Cells treated with 3, 6,
10, and 30 �M MSA all showed an increase in the percentage
of cells at G0/G1 phase with a corresponding depletion of
cells in S and G2/M phase (Figure 4). The most pronounced
effects were seen with 6 and 10 �M MSA, where the fraction
of cells in S and G2/M phase decreased by 66 and 63%,
respectively. We did not see evidence of apoptosis at any of
the doses tested. These results are most consistent with MSA
inducing either G1 arrest or causing cells to exit the cell cycle
(G0).

MSA Modulates Transcript Levels of AR and Androgen-
responsive Genes
To our surprise, we found that MSA modulated the ex-
pression of AR and a group of well-characterized andro-
gen-regulated genes in a time- and dose-dependent man-
ner. Two clones representing AR showed decreased
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transcript levels in response to MSA, and 19 known an-
drogen-regulated genes showed altered transcript levels.
MSA suppressed expression of 12 androgen-induced
genes (KLK3, KLK2, ACPP, NKX3A, TMPRSS2, E2F1, AR-
SDR1, FKBP5, TUBA2, TUBB2, PPFIA1, and AIBZIP) and

increased expression of six of seven genes normally sup-
pressed by androgen (APOD, CLU, PEG3, UGD, NDRG1,
and SERPINB5) (Figure 5A). Myc transcript levels, previ-
ously shown to be suppressed by androgen, showed a
biphasic response to MSA.

Figure 3. Cell proliferation
monitored by CFSE staining
and flow cytometry with and
without MSA exposure. The y-
axis represents the number of
cells, and the x-axis represents
the intensity of CFSE in the
cells. Cells harvested 48 h after
CESF staining (left) and 120 h
(right). Media with fresh MSA
were exchanged at 72 h after
CFSE staining. The concentra-
tion of MSA used to treat the
cells is shown at the top left
corner of each graph. The
mean average intensity of
CFSE in treated cells was nor-
malized against that of the
control cells and is shown at
the top right corner of each
graph. Each graph represents
data from triplicate samples.
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Figure 4. Cell cycle distribution of asynchronous LNCaP cells
24 h after treatment with MSA determined by flow cytometry. The
percentage of cells in each phase of the cell cycle represents data
from duplicate experiments. The concentration of MSA for each
treatment group was shown in the top left corner of each graph.
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We compared our MSA-regulated data set to a recently
reported set of 103 androgen-regulated genes (Nelson et al.,
2002) and found that 18 of 26 genes found in both data sets
showed a reciprocal response to MSA (Table 1). Intriguingly,

when compared with a set of 567 androgen-regulated tran-
scripts we had identified previously (DePrimo et al., 2002),
85 of the MSA-regulated transcripts representing 61 genes
were found in common, and only one-half of the transcripts

Figure 5. Androgen-responsive genes mod-
ulated by MSA. Genes that occur more than
once are represented by multiple clones on
arrays. (A) MSA-induced expression changes
of known androgen-regulated genes. (B)
MSA-affected transcripts that are present in a
list of androgen-responsive transcripts identi-
fied by DePrimo et al. (2002). On the left are
gene expression patterns from two separate
time courses induced by treatment of LNCaP
cells with the synthetic androgen R1881. On
the right are expression patterns of this same
set of genes after MSA treatment. The red
arrowheads point to well-characterized andro-
gen-regulated genes.
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were reciprocally regulated (Figure 5B). Therefore, compar-
ison of the MSA expression data set to this larger androgen-
regulated data set suggested that MSA has mixed effects on
androgen-responsive genes.

MSA Represses AR Protein Expression and the Level of
Secreted PSA
To characterize further the effects of MSA on the androgen
axis, we performed Western blotting to compare AR protein
levels from treated and untreated LNCaP cells (Figure 6A).
The decreased AR transcript levels we observed on the
microarrays were associated with decreased AR protein lev-
els at 9 and 15 h after MSA exposure, even at relatively low
doses (1 �M). AR protein levels decreased 40–60% after 9 h
of MSA exposure, and 30–40% after 15-h exposure. There
did not seem to be a significant difference in the degree of
AR down-regulation for different MSA concentrations at

15 h; however, 6 �M MSA produced more striking suppres-
sion of AR protein levels at 9 h (Figure 6B).

To evaluate further the effects of MSA on androgen-reg-
ulated genes, we determined the level of secreted PSA in the
cell culture media after exposure of cells to MSA (Figure 7).
A dose-dependent decrease in secreted PSA level was de-
tected within 12 h after MSA exposure and continued out to
48 h. Therefore, protein levels of PSA, a well-known andro-
gen target, show modulation similar to that observed for
transcript levels using microarray analysis.

MSA Up-Regulates Detoxification Enzymes
Phase 2 detoxification enzymes function in metabolizing and
inactivating xenobiotics and toxins and thereby protect cells
against carcinogens. We noted 12 transcripts representing
seven genes encoding phase 2 enzymes were up-regulated
by MSA (Figure 8A). The mRNA levels of NQO1, a surro-

Figure 6. MSA decreases AR protein expres-
sion. (A) AR protein level after 9 and 15 h of
exposure to different concentrations of MSA
by western blotting analysis. GAPDH from
each sample is shown as an internal control.
(B) Quantitation of AR protein levels by using
a densitometer. The signal intensity of AR
was normalized to GAPDH in each same
sample. AR intensity of treated cells was nor-
malized against that of the untreated control
cells.
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Figure 7. MSA decreases levels of PSA secreted into the media in LNCaP cells. PSA levels in the cell culture medium measured by ELISA
and normalized against the total protein of the cultured cells. Each column represents data from experiments performed in triplicate.

Table 1. Comparison of gene expression changes induced by MSA and androgen reported by Nelson et al. (2002)

Gene
symbol Description

Expression change

Biological process

Androgen
MSA

Max fold24 hr 48 hr

CDC14B Cell division cycle 14 homolog B 3.01 3.11 2.92 Proliferation/differentiation/apoptosis
ID2a Hes6 neuronal differentiation gene ortholog 1.61 3.81 2.71 Proliferation/differentiation/apoptosis
NDRG1b N-myc downstream regulated 13.71 14.81 3.62 Proliferation/differentiation/apoptosis
KLK2 Kallikrein 2, prostatic 8.81 9.01 6.22 Protease/protease Inhibitor
KLK3b Kallikrein 3, prostate specific antigen 7.91 10.21 9.22 Protease/protease Inhibitor
TMPRSS2b Transmembrane protease, serine 2 15.51 18.31 3.92 Protease/protease Inhibitor
GUCY1A3b Guanylate cyclase 1, soluble, alpha 3 2.91 3.31 4.32 Signal transduction
INPP4B Inositol polyphosphate-4-phosphatase, type II 2.31 4.61 2.32 Signal transduction
PEG3 Paternally expressed 3 3.22 42 2.61 Signal transduction
FN1b Fibronectin 1 2.52 4.42 4.11 Structure/motility/adhesion
H1F0 Histone family, member 0 2.91 3.21 7.42 Structure/motility/adhesion
B4GALT1b BetaGlcNAc beta 1,4-galactosyltransferase 3.31 3.31 3.52 Metabolism
FACL3b Fatty-acid-Coenzyme A ligase, long-chain 3 2.71 3.71 2.42 Metabolism
SATa Spermidine/spermine N1-acetyltransferase 3.71 7.31 2.31 Metabolism
SCD Stearoyl-CoA desaturase 5.91 4.51 5.82 Metabolism
UGDH UDP-glucose dehydrogenase 2.91 4.01 3.82 Metabolism
KLF4a Kruppel-like factor 4 2.31 3.01 2.41 Transcription regulation
MYCa V-myc myelocytomatosis viral oncogene homolog 2.72 2.82 3.32 1.81 Transcription regulation
NKX3Ab NK3 transcription factor homolog A (Drosophila) 14.91 14.11 3.22 Transcription regulation
ABCC4b ATP-binding cassette, sub-family C 5.51 7.81 2.52 Transport/trafficking
FKBP5b FK506 binding protein 5 24.41 25.41 2.72 Transport/trafficking
SEC24Da,b SEC24 related gene family, member D 3.01 2.61 2.91 Transport/trafficking
RDC1b G protein-coupled receptor 7.82 4.52 2.41 Stress response
DNAJB9a,b DnaJ (Hsp40)homolog, subfamily B 4.01 3.61 4.21 Stress response
SGKa Serum/glucocorticoid regulated kinase 4.41 2.41 2.51 Stress response
ST7a Suppression of tumorigenicity 7 2.72 4.22 2.52 Other functions

a Genes show similar expression changes under the influence of androgen and MSA.
b Genes that are also represented in dataset from DePrimo et al. (2002).
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gate marker of global phase 2 enzyme activity, were in-
duced by as little as 3 �M MSA. At higher concentrations,
several other phase 2 enzymes were induced coordinately
with NQO1. We tested whether MSA also increases the
enzymatic activity of NQO1 in LNCaP cells by a colori-
metric assay involving the mendione-coupled reduction
of tetrazolium dye (Brooks et al., 2001b). Treated and
control LNCaP cells were harvested at 15, 24, or 48 h after
exposed to 1, 3, or 6 �M MSA. The NQO1 activity in each
sample was normalized to the total protein of that sample,
and the percentage of increase of NQO1 activity com-
pared with control is shown in Figure 8B. NQO1 activity
was induced similarly by all three concentrations of MSA
and increased over time. Therefore, the increases in NQO1
transcript levels observed in the microarray experiments
correlated well with induction of NQO1 enzymatic
activity.

DISCUSSION

MSA induces striking dose- and time-dependent changes in
gene expression in LNCaP cells, suggesting that selenium
acts by diverse mechanisms as a putative prostate cancer
preventive agent. MSA decreases proliferation of LNCaP
cells, possibly by causing cells to exit the cell cycle, alters the
expression of many genes in the androgen axis, including
AR and many androgen-responsive genes, and induces ex-
pression of phase 2 detoxification enzymes, an effect that
could be particularly relevant to human prostate cancer
chemoprevention. Our findings support the hypothesis that
monomethylated selenium may be responsible, at least in
part, for the potential anticancer activity of selenium sup-
plements.

Several reports using a variety of model systems have
shown that selenium inhibits cell proliferation, and this

Figure 8. MSA induces expression of several phase 2 enzymes. Genes that occur more than once are represented by multiple clones on
arrays. (A) Transcript levels of phase 2 enzymes after treatment with 3, 10, and 30 �M MSA. (B) Percentage increase of NQO1 enzymatic
activity after treatment with 1, 3, and 6 �M MSA compared with untreated cells. Results shown represent the average of triplicate
experiments.
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inhibition is thought to underlie selenium chemoprevention
(Ip et al., 2000a; Combs, 2001; Ganther, 2001; Lu, 2001).
Decreased proliferation has been attributed to cell cycle
arrest, although in prostate cancer cell lines no consistent
pattern of arrest has been observed. After treatment with
sodium selenite or selenomethionine, growth arrest has been
reported in the G1 and G2/M phases of the cell cycle,
depending on the prostate cancer cell line in which these
compounds were tested (Redman et al., 1998; Menter et al.,
2000; Venkateswaran et al., 2002; Bhamre et al., 2003). This
lack of consistency may be due to innate differences between
the cell lines or to differences in metabolism of the forms of
selenium used in these studies. Based on compelling evi-
dence that methylselenol is largely responsible for the che-
mopreventive activities of selenium compounds, we used
MSA in our studies because it can be converted directly into
methylselenol in vitro (Ip et al., 2000b). MSA produced a
dose-dependent inhibition of cell growth of LNCaP with an
accumulation of cells in G0/G1 phase. Similar inhibition of
proliferation and accumulation of cells in G0/G1 has been
observed in breast cancer and endothelial cells treated with
MSA (Sinha et al., 2001; Wang et al., 2001; Dong et al., 2002).

We noted that a striking decrease in expression of many
cell cycle-regulated genes from all phases of the cell cycle
accompanied growth inhibition in LNCaP cells. Microarray
analysis has been used in mammary cancer cells and PC-3
prostate cancer cells, and down-regulation of cell cycle-
regulated genes has been observed along with increased
expression of CDK inhibitors (Dong et al., 2002, 2003). In
these reports, decreased proliferation had been attributed to
cell cycle arrest due to modulation of key regulators of the
cell cycle, many of which are seen in our data set. Compar-
ison of our data set to genes whose expression varies peri-
odically as HeLa cells pass through the cell cycle provides a
broader view of the effects of MSA on the cell cycle. The
coordinate, decreased expression of genes involved in all
phases of the cell cycle coupled with the increased expres-
sion of CDK-inhibitors (CDKN1A, CDKN2D, and CDKN1C)
suggest MSA causes LNCaP cells to exit the cell cycle, rather
than inducing an arrest at a specific phase in the cell cycle.
Whether this is the primary mechanism by which selenium
compounds inhibit cell growth awaits further study. Cer-
tainly, assessment of the effects of other forms of selenium
on the expression of cell cycle genes in prostate cells could
provide additional information on the means by which se-
lenium compounds inhibit prostate cancer growth. Ulti-
mately, it will be necessary to evaluate the effects of sele-
nium on prostate cancer growth in vivo, and the cell cycle-
regulated genes identified in this and other studies could
serve as biomarkers of response.

Perhaps the most striking observation from our microar-
ray experiments is that MSA produced changes in transcript
levels of AR and AR-regulated genes. Androgens are critical
to prostate carcinogenesis, and androgen deprivation ther-
apy is a mainstay of prostate cancer treatment. MSA sup-
presses the expression of AR at both mRNA and protein
levels, decreases transcript levels of PSA, and decreases PSA
protein excretion into the media. A small set of well-charac-
terized androgen-regulated genes, including those with an-
drogen response regulatory elements, show expression
changes that are reciprocal to those induced by androgen.
Comparison of the MSA data set with a large data set of
genes modulated in response to androgens shows that
many, but not all, androgen-regulated genes show expres-
sion changes opposite to what is seen after treatment with
androgens. Some genes were regulated similarly in the two
data sets, suggesting that MSA has mixed effects on the

transcription of AR-regulated genes. It is possible that genes
that are regulated similarly by MSA and androgens are not
direct targets of androgen signaling pathways. For instance,
androgen treatment of LNCaP cells is known to produce
cellular stress by inducing an oxidative burst, and induction
of stress response genes has been observed with expression
profiling after androgen treatment (Xu et al., 2001; DePrimo
et al., 2002). Therefore, the transcripts regulated similarly by
androgens and MSA (DNAJB9, ATF3, and VEGF) might
reflect cellular stress or other pathways that have been acti-
vated secondarily.

Effects of selenium on AR and AR-regulated genes in pros-
tate cancer cell lines have not been observed with other sele-
nium compounds; in fact, two reports have shown that sel-
enomethionine does not have an effect on AR function or PSA
secretion in LNCaP cells (Zhang et al., 2002; Bhamre et al., 2003).
One possible explanation for the lack of effect of selenomethi-
onine on androgen-regulated genes is its poor conversion to
methylselenol in vitro. Intriguingly, men supplemented with
selenized yeast do show small but significant decreases in their
serum PSA levels compared with control subjects, suggesting
the possibility that selenium compounds can affect AR-
regulated genes in vivo where they can be metabolized to
methylselenol (El-Bayoumy et al., 2002). In addition, effects of
MSA on AR-regulated genes in PC-3 cells were not observed
by Dong et al. (2002, 2003), suggesting that MSA may affect
transcription of AR-regulated genes through AR.

It is tempting to speculate that MSA blocks proliferation in
prostate cells through its effects on AR and AR-regulated
genes. Consistent with our findings, Venkateswaran et al.
(200) observed that selenomethionine did not affect the
growth of wild-type (AR-null) PC-3 prostate cancer cell
lines, but did inhibit growth of PC-3 cells stably expressing
AR. However, three other groups have observed growth
inhibition by selenium compounds in prostate cancer cell
lines that do not express AR (Redman et al., 1998; Menter et
al., 2000; Dong et al., 2003). Additional work will be neces-
sary to understand the role of MSA on androgen signaling
pathways and cell growth.

Our studies suggest that enhancement of detoxification is
another mechanism that underlies the chemopreventive ef-
fects of MSA. MSA up-regulates mRNA levels of several
phase 2 enzymes, including EPHX1, NQO1, NAT2, and
members of the UGTB family, as well as the enzymatic
activity of NQO1. We have observed similar induction of
NQO1 enzymatic activity in LNCaP cells treated with so-
dium selenite and selenium dioxide (Brooks et al., 2002),
demonstrating that several forms of selenium are capable of
inducing phase 2 enzymatic activity in prostate cells. Induc-
tion of phase 2 enzymatic activity has been proposed as a
promising avenue of prostate cancer prevention after the
discovery that virtually all human prostate cancers and pre-
cursor lesions (PIN) lose expression of the phase 2 enzyme
glutathione S-transferase � (GSTP1) (DePrimo et al., 2001;
Nelson et al., 2001). Global induction of phase 2 enzymes by
selenium compounds might compensate for the loss of
GSTP1 expression that occurs early in prostate carcinogen-
esis thereby and protect vulnerable prostatic epithelial cells
against genome damage.

In summary, we have characterized the global transcrip-
tional response program of LNCaP to MSA. The expression
changes we observed imply that MSA exerts its anticancer
activity through diverse mechanisms, including inhibition of
cell proliferation, modulation of the expression of AR and its
regulated genes, and induction of enzymes involved in car-
cinogen detoxification. Therefore, this data set provides a
potential resource for understanding the modes of action of
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MSA and serves as a source for candidate biomarkers of
selenium’s effects that could be measured in vivo. Discovery
of such markers could help in the design and interpretation
of selenium intervention trials currently in progress.
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BACKGROUND. We used cDNAmicroarray analysis to obtain insights into the mechanisms
of action of doxazosin, an a1-adrenergic receptor antagonist used to treat benign prostatic
hyperplasia (BPH).
METHODS. Hierarchical clustering analysis and significance analysis of microarray (SAM)
were performed to identify genes differentially expressed between untreated stromal cells
cultured from normal tissue and BPH, and changes in gene expression induced by doxazosin.
Transcript levels of selected genes were validated by real-time reverse-transcription polymerase
chain reaction (RT-PCR).
RESULTS. Hierarchical clustering analyses separated untreated normal and BPH cells. Sixty-
seven genes whose expression varied at least twofold after doxazosin treatment in both normal
and BPH cells were identified, as were 93 genes differentially regulated in normal versus BPH
cells. Molecular targets consistent with tumor necrosis factor (TNF)-a-related activity were
identified.
CONCLUSIONS. Normal versus BPH stromal cells differ in global gene transcription.
Doxazosin induced gene expression changes relevant to proliferation/apoptosis, immune
defense, cell–cell signaling/signal transduction, and transcriptional regulation. Prostate 62:
400–410, 2005. # 2004 Wiley-Liss, Inc.

KEY WORDS: adrenergic receptor; benign prostatic hyperplasia; transforming growth
factor-b; tumor necrosis factor-a

INTRODUCTION

Benign prostatic hyperplasia (BPH) is a common
disease of older men, causing urinary obstructive
symptoms that require clinical intervention in more
than 35% of men age 50 or older in the United States
each year [1]. Antagonists of a1-adrenergic receptors
including doxazosin, terazosin, tamsulosin, and aflu-
zosin are used to alleviate the symptoms of BPH [2],
since blockade of adrenergic receptors in prostatic
smooth muscle relaxes muscle tone, relieving constric-
tive pressure of the enlarged prostate on the urethra.
Doxazosin, in particular, has drawn a great deal of
interest from both clinicians and basic research scien-
tists because it is a first-line antihypertensive agent in
addition to its use in treating BPH [2].

Studies on the mechanisms of actions of doxazosin
and terazosin have revealed unanticipated adrenergic
receptor-independent activities that may be relevant to
their long-term effects in patients with BPH [3]. Speci-
fically, increased rates of apoptosis have been observed

in both the epithelium and stroma of BPH tissues in
men treatedwith doxazosin and terazosin. Induction of
apoptosis by doxazosin or terazosin was also shown in
cultured prostatic stromal cells and in prostate cancer
cell lines. Doxazosin’s apoptotic activity is not specific
to prostate cells but extends to skin fibroblasts and non-
prostatic cancer cell lines as well. However, some cells,
such as normal prostatic epithelial cells and bladder
and colon cell lines, are resistant to doxazosin-induced
apoptosis for unknown reasons. Apoptosis occurs in
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cells lacking a1-adrenoceptors and/or in the presence
of excess agonists, demonstrating that the apoptotic
activity of doxazosin and terazosin is not mediated by
antagonism of adrenoceptors. These effects are limited
to the quinazoline-derived a1-antagonists doxazosin
and terazosin and do not extend to the sulfonamide-
based antagonist, tamulosin.

The apoptotic potential of doxazosin and terazosin
adds a new dimension not only to use of these drugs
in treating BPH but also with regard to potential
chemotherapeutic or chemopreventive activity against
prostate cancer. However, the mechanism by which
these drugs induce apoptosis is not clear. Some evide-
nce suggests that apoptosis may result from activation
of the transforming growth factor (TGF)-b signal
transduction pathway [3]. To gain new insights into
the mechanisms of action of these drugs, we identified
molecular targets of doxazosin on a genome-wide
scale using cDNAmicroarrays containing 42,941 elem-
ents. Transcript levels in primary cultures of prostatic
stromal cells derived from normal transition zone and
BPH tissues with or without doxazosin treatment were
compared. Gene expression changes in response to
doxazosin were determined by hierarchical clustering
and significance analysis ofmicroarray (SAM) analysis,
and further validated by quantitative real-time reverse
transcription-polymerase chain reaction (RT-PCR). The
involvement of TGF-b in doxazosin-induced apoptosis
was assessed in the microarray data and by cell-based
assays. Overall, our results implicate a tumor necrosis
factor (TNF)-a-related signaling pathway associated
with an increase in reactive oxygen species (ROS) and
do not support the involvement of a TGF-b pathway in
doxazosin-induced apoptosis in prostatic stromal cells.

MATERIALSANDMETHODS

Isolation,Culture, andDoxazosinTreatment
of Prostatic Stromal Cells

Primary cultures of human prostatic stromal cells
were established from histologically confirmed BPH
tissue of a 65-year-old man and from normal (without
BPH) transition zone tissue of a 42-year-old man ac-
cording to previously described methods [4]. The pre-
sence of contaminating epithelial cells was ruled out by
the absence of staining with antibodies against epithe-
lial keratins 5 and 18 (Enzo Life Sciences, Inc., Farm-
ingdale,NY). These cultures (designated F-BPH-32 and
F-TZ-55, respectively) were serially passaged inMCDB
105 (Sigma-Aldrich, St. Louis,MO) supplementedwith
10% fetal bovine serum (FBS) and 100 mg/ml of genta-
mycin. At passages 10 and 11 (F-BPH-32) and 16 (F-TZ-
55), semi-confluent cells were fed fresh medium 2 days
prior to the addition of 50 mMof doxazosin (Pfizer, Inc.,
New York, NY) or diluent [0.1% dimethylsulfoxide

(DMSO)] at t0 in duplicate experiments. Total RNAwas
isolated using an RNeasy kit (Qiagen, Chatsworth, CA)
at 2, 8 and, in one experiment, 24 hr. This dose of
doxazosin was selected because it has been shown to
cause apoptosis in cultured human prostatic stromal
cells [3].

cDNAMicroarrayHybridizations

Fluorescently-labeled cDNA probes were prepared
from 50 to 70 mg total RNA isolated from doxazosin-
treated or diluent-treated cells (Cy5-labeled) and
UniversalHumanReference RNA (Stratagene, La Jolla,
CA) (Cy3-labeled) by reverse transcription using an
Oligo dT primer 50-TTTTTTTTTTTTTTTT-30 (Qiagen)
as described previously [5]. Labeled probes from
doxazosin-treated and control cells for each time point
were mixed and hybridized overnight at 658C to spot-
ted cDNA microarrays with 42,941 elements (Stanford
Functional Genomics Facility). Microarray slides were
then washed to remove unbound probe and scanned
with a GenePix 4000B scanner (Axon Instruments, Inc.,
Union City, CA).

Data Processing andAnalysis

The acquired fluorescence intensities for each fluo-
roprobe were analyzed with GenePix Pro 3.0 software
(Axon Instruments, Inc.). Spots of poor qualitywere re-
moved from further analysis by visual inspection. Data
files containing fluorescence ratios were entered into
the Stanford Microarray Database (SMD) where biolo-
gical data were associated with fluorescence ratios and
genes were selected for further analysis [6]. Hierarch-
ical clustering was performed by first retrieving only
spots with a signal intensity>150% above background
in both Cy5- and Cy3-channels in at least 80% of the
microarray experiments from SMD.We selected clones
whose expression levels varied at least twofold in at
least two of the samples from the mean abundance
across all samples included in a specific analysis as
indicated. Common genes among different data sets
were identified using Microsoft Excel. The genes and
arrays in the resulting data tableswere ordered by their
patterns of gene expression using hierarchical cluster-
ing analysis [7], and visualized using Treeview soft-
ware (http://rana.lbl.gov/EisenSoftware.htm).

Geneswithpotentially significant changes in expres-
sion in response to doxazosin were identified using the
SAM procedure [8], which computes a two-sample
T-statistic (e.g., for doxazosin-treated vs. untreated
cells) for the normalized log ratios of gene expression
levels for each gene. The procedure thresholds the
T-statistics to provide a ‘significant’ gene list and pro-
vides an estimate of the false-discovery rate (the per-
centage of genes identified by chance alone) from
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randomly permuted data. We used a selection thresh-
old that gives the lowest false discovery rate and
identifies the highest number of significant genes.

Quantitative Real-TimeRT-PCR

Total RNA from untreated and treated cells was
reverse transcribed as described above. cDNA product
was then mixed with iQTM SYBR1 Green Supermix
(Bio-Rad, Hercules, CA) and primers of choice in the
subsequent PCR reaction using an iCycler iQ real-time
PCR Detection System (Bio-Rad) according to manu-
facture’s instructions. Each reactionwas done in triplic-
ate to minimize the experimental variations (standard
deviation was calculated for each reaction). Transcript
levels of GAPDH were assayed simultaneously with
each of the following ten genes as an internal control
to normalize their transcript levels in treated and
untreated cells. When compared to microarray data,
transcript levels of multiple clones representing the
same gene were averaged and standard deviation was
calculated. The primer sequences used were: IL6
(50ATGCAATAACCACCCCTGAC30 and 50TAAAGC-
TGCGCAGAATGAGA30), EGR1 (50ACCGCAGAGT-
CTTTTCCTGA30 and 50AGCCAAGACGATGAAGC-
AGT30), TNFAIP3 (50 AACTGGCAAGGGATGATG-
TC30 and 50AGCCAAGACGATGAAGCAGT30), JUNB
(50GGACGATCTGCACAAGATGA30 and 50GTTGGT-
GTAAACGGGAGGTG30), TNXIP (50CCTCTGGGA-
ACATCCTTCAA30 and 50GGGGTATTGACATCC-
ACCAG30), INSIG1 (50CATTAACCACGCCATCCT-
TCAA30 and 50CTGGAACGATCAAATGTCCA30),
GADD45B (50 GTGTAXGAGTXGGXXAAGTT30 and
50TGTCACAGCAGAAGGACTGG30), CYP1B1 (50CC-
CAAGGACACTGTGGTTTT30 and 50TCATCACTC-
TGCTGGTCAGG30), SFTPC (50CTCCACCATGAGC-
CAGAAACA30 and 50GGAGAAGGTGGCAGTGG-
TAA30), HMOX1 (50TCTCTTGGCTGGCTTCCTTA30

and 50ATTGCCTGGATGTGCTTTTC30), and GAPDH
(50CGACCACTTTGTCAAGCTCA30 and 50GGGTCT-
TACTCCTTGGAGGC30).

MeasurementofMitochondrial
Membrane Potential

Cells were inoculated at 10,000 per well into 96-well
black-sided dishes containingMCDB 105with 10%FBS
and 100 mg/ml of gentamycin. The next day, reagents
were added to triplicate wells. Reagents included
doxazosin, TGF-b1 (PeproTech, Inc., Rocky Hill, NJ),
TNF-a (PeproTech, Inc.), pan-neutralizing antibody
against TGF-b (R&D Systems, Minneapolis, MN) and
non-immune mouse IgG (Sigma-Aldrich). At various
time points, mitochondrial membrane potential was
measured by using the mitochondrial specific cationic
fluorescent dye (JC-1) (Molecular Probes, Eugene, OR)

that is sensitive to changes in membrane potential as
described by Weitsman et al. [9]. Briefly, growth
medium was replaced with JC-1-containing medium
(5 mg/ml) and incubated at 378C for 30min.Wells were
rinsed twice in medium without phenol red and then
allowed to equilibrate in themedium for 30min at 378C.
JC-1 fluorescence was analyzed at 540/590 nm for the
red J-aggregate (�DC) and 490/540 for the green
monomer (intact DC) using the SpetroMax Gemini XS
Fluorescent Plate reader (Molecular Devices, Sunny-
vale, CA). Mitochondrial membrane potential is repre-
sented by the ratio of 590/525 nm emission (þDC/
�DC) and this ratio is independent of cell number,
mitochondrial shape, size, and density.

Measurementof ROSbyCM-H2DCFDA

Cells were inoculated at 10,000 per well into 96-well
black-sided dishes containingMCDB 105with 10%FBS
and 100 mg/ml of gentamycin. The next day, cells were
loaded with 36 mMCM-H2DCFDA (Molecular Probes)
in medium for 30 min at 378C. Wells were rinsed twice
in fresh medium and then dosed with medium con-
taining doxazosin or DMSO. After 6 hr, cells were
analyzed at 460/525 nm using a SpetroMax Gemini XS
Fluorescent Plate reader.

Measurementof TNF-a by ELISA

Cells were inoculated at 50,000 per well into 96-well
plates containingMCDB 105with 10%FBS and 100 mg/
ml of gentamycin. Two days later, diluent or doxazosin
was added without changing the medium. Condi-
tioned media were collected at 24 and 48 hr and stored
at �708C after centrifuging to remove debris. Con-
centrations of TNF-a in the media were measured
with a high sensitivity human TNF-a ELISA system
(Amersham Biosciences, Piscataway, NJ).

RESULTS

Gene Expression inUntreatedNormal
Versus BPHStromal Cells

A hierarchical clustering analysis of 1,111 named
unique genes represented by 1,385 clones whose ex-
pression varied at least twofold from the overall mean
abundance in at least two samples in untreated normal
and BPH stromal cells is shown in Figure 1. In the
dendrogram, normal stromal cells were separated
completely fromBPH stromal cells, demonstrating that
prostate stromal cells fromnormal and BPH tissues can
be clearly distinguished based on their distinct gene
expression patterns. Within each group of samples,
cells from the same passage clustered together, pro-
bably reflecting the effects of non-intrinsic factors such
as culture conditions on the transcriptional program of
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Fig. 1. Differentgeneexpressionpatternsbetweenuntreatednormalandbenignprostatichyperplasia(BPH)stromalcellsshownbyhierarch-
ical clustering analysis.Genes that appearmore thanonce arerepresentedbymultiple clones on arrays.Bothgenes (representedbyrows) and
samples (represented by columns) were clustered according to their similarities in expression patterns. For each cell type, BPH and normal
transitionzone(TZ), four samples fromtwodifferentpassages(1vs. 2)grownfordifferentlengthsof time(8hr samplewasharvested6hr later
after the 2 hr sample) were assayed, and the dendrogram of cluster shown on top of the overview image (A).The degree of color saturation
corresponds to theratio ofgeneexpression shownat thebottomof theimage.B^F arezoomedimagesofclusters ofgenes that aredifferen-
tially expressedbetween the two cell types. (B, F) Clusterswith genes involved in diverse biological processes; (C) cell-cycle-regulatedgene
enriched cluster; (D) hair keratin enriched cluster; (E) chemokine enriched cluster. [Color figure can be viewed in the online issue, which is
availableatwww.interscience.wiley.com.]
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the cells.Out of the 1,111differentially expressedgenes,
779 were overexpressed in normal stromal cells
compared to BPH stromal cells, and 329 were under-
expressed. The remaining three genes each represented
by multiple clones could not be classified because
different clones pointed to different expression trends
(for full list of genes, see web supplement http://
www.stanford.edu/�hongjuan/Doxazosin/). Some of
the genes showed expression variations in almost all
eight samples (Fig. 1B–F), while others were present
only in a portion of the samples.

Althoughmost of the clusters contained genes impli-
cated in a variety of biological processes (Fig. 1B,F),
some clusters were enriched with genes involved in a
particular aspect of the life cycle of the cells. For
example, when compared to a data set on cell-cycle-
regulated genes generated by Whitfield et al. in HeLa
cells [10], 13 genes (FLJ20345, CCNB2, MELK, DLG7,
CIT, MKI67, CKAP2, CDCA8, C10orf3, KIF23, CENPF,
FLJ40629, UHRF1) that are cell-cycle-regulated were
present in one cluster (Fig. 1C) which also contains two
genes (STMN1 and NDRG3) involved in cell-growth
regulation. Interestingly, 12 of these 13 cell-cycle-
regulated genes showed peak expression in G2, or
G2/M, phases of the cell cycle, except forUHRF1 inG1/
S phase. Three members of the hair keratins (KRTHA1,
2, and 3A), which are components of intermediate
filaments, were strongly underexpressed in BPH cells
compared to normal stromal cells (Fig. 1D), whereas
three chemokines (CXCL1, 2, and 3), which are in-
volved in a number of biological processes such as cell
proliferation, immune response, and signal transduc-
tion, were overexpressed in BPH cells (Fig. 1E).

Gene Expression inDoxazosin-Treated
Stromal Cells

Figure 2 shows a hierarchical clustering analysis of
doxazosin-induced gene expression changes in normal
and BPH prostatic stromal cells at 2 and 8 hr (and at
24 hr in one experiment with BPH cells). After elimi-
nating the ‘‘intrinsic’’ differences in gene expression
between normal and BPH cells (see above) by sepa-
rately mean centering the gene expression of these two
cell types, 332 clones representing 283 unique named
genes were selected and grouped by the similarities of
their expression patterns (for full list of genes, see web
supplement http://www.stanford.edu/�hongjuan/
Doxazosin/). Several features of doxazosin-induced
gene expression are apparent from the cluster pattern.
First, doxazosin induced gene expression changes in
normal andBPHcells in a time-dependentmanner. The
magnitude of expression variations observed after 8
and 24 hr treatments was much larger than after 2 hr
treatment. Second, doxazosin increased expression of

the vast majority of the responsive genes, and sup-
pressed expression of only minimal number of genes
(Fig. 2B). Third, genes involved in a particular biol-
ogical process clustered together. For example, 20
clones representing 12 genes involved in cell prolifera-
tion and apoptosis were grouped together (Fig. 2C).
Five transcription factors and four genes involved in
immune responses also clustered together (Fig. 2D,E).
Finally, expression of some genes was affected in only
one cell type but not the other (Fig. 2F).

When SAM analysis was performed on the 332
clones, 250 representing 115 unique named genes were
selected as significant differentially expressed with a
false discovery rate of 0.1%. Out of the 115 genes,
67 genes with known functions whose expression after
averaging duplicate experiments varied at least two-
fold in response to doxazosin after 8 hr of treatment are
listed in Table I and grouped according to function in
GO annotation. The majority of these (64 genes) were
up-regulated,with only three genesdown-regulatedby
doxazosin. Of the up-regulated genes, TNFAIP3 and
INSIG1 were the most highly induced (greater than
eightfold in both normal and BPH cells). Other highly
up-regulated genes (greater than fivefold) in both
normal and BPH cells included GOS2, NR4A1, PTGS2,
IL-6, and HMOX1. The most highly down-regulated
gene in both types of stromal cells was TXNIP. In addi-
tion, 30 genes showed expression variations greater
than twofold (20 genes up-regulated and 10 genes
down-regulated) in response to doxazosin in BPH cells
but not in normal cells, and 63 genes vice versa (48 up-
regulated and 15 down-regulated) (for full list of
genes, see web supplement http://www.stanford.
edu/�hongjuan/Doxazosin/).

Validation of SelectedGenesbyQuantitative
Real-TimeRT-PCR

To confirm the gene expression changes observed by
microarray analysis, real-time RT-PCR was performed
on ten selected genes. Their expression changes
assessed by both methods after 8 hr treatment in
duplicate samples fromnormal andBPHcells are listed
inTable II.When the arraydatawaspairedwith theRT-
PCR data, only one of the 40 data pairs (GADD45B in
BPH) showed small expression variations in different
directions. In 29 out of the 40 data pairs (72.5%), ex-
pression change determined by RT-PCR differed from
that by microarray by less than 50%, and seven data
pairs (17.5%) differed between 50 and 100%. Only in 4
(10%) of the data pairs did gene expression changes
observed by RT-PCR differ from that by microarray by
more than 100%. These results suggest that the gene
expression changes in response to doxazosin obtained
using microarray are reliable.
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Fig. 2. Hierarchicalclusteringanalysisofdoxazosin-inducedgeneexpressionchangesinprostatic stromalcells.Eachcolumnrepresentsdata
fromasingletimepointwithorwithoutdoxazosintreatment,andeachrowrepresentsexpressionlevelsforasinglegeneacrossthetimecourse.
The responses to doxazosin by stromal cells isolated from BPH and TZwere separated by a gray column.The data from each cell typewere
arranged such that thegene expressionpattern of untreated cells (blackbar)was shown to the leftof the treatedcells (redbar) and in a time-
ascendingorderasindicatedontopof theimagein(A).Threehundredthirty twocloneswereup-regulatedordown-regulatedafterexposureto
50mMdoxazosin.B^F arezoomedimagesofclustersofgeneswhoseexpressionwasregulatedbydoxazosin.Thegene treeshownat theleftof
theimagescorresponds to thedegreeofsimilarity(Pearsoncorrelation)of thepatternofexpressionforgenesacross theexperiments.B:Genes
down-regulatedbydoxazosin; (C^F),genesup-regulatedbydoxazosin.Thedegreeofcolor saturationcorresponds to theratio ofgeneexpres-
sionshownat thebottomof theimage. [Color figurecanbeviewedin theonlineissue,whichis availableatwww.interscience.wiley.com.]
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TABLE I. GenesWith Signif|cant Changes in Expression in Response toDoxazosinAfter 8 hr

Gene symbol

Fold change

Gene symbol

Fold change

Gene symbol

Fold change

Normal BPH Normal BPH Normal BPH

Upregulated genes

Cell proliferation/cell cycle/apoptosis
TNFAIP3 11.23 8.77 INHBA* 3.55 3.41 FTH1 3.68 1.83
INSIG1 9.72 8.69 BCL2A1* 3.57 2.05 CKS2 3.17 2.48
GEM2* 8.60 4.53 IL11* 2.87 3.80 FOSL1* 1.97 2.94
IL6* 9.96 5.63 CED-6 3.52 1.95 RASD1* 1.41 3.77
FOS* 9.18 4.63 DDIT3* 3.82 2.58 MYC* 2.22 2.34
BIRC3* 6.28 3.43 CDK5R1 2.66 3.01 CXCL1* 2.90 1.29
IER3 6.89 3.72 CNK 3.10 3.04 TM4SF1 3.17 1.46
LIF* 4.17 4.68 FOSB* 2.60 2.76 PHLDA1 1.82 2.20
OLK38 5.43 5.33 NFKBIA* 1.32 2.17

Immune/defense/stress response
PTGS2 16.91 5.70 CXCL2* 7.31 2.31 TNFAIP6* 2.29 1.26
GEM2* 8.60 4.53 BCL2A1* 3.57 2.05 SGK 5.67 1.57
IL6* 9.25 5.58 CCL20* 3.67 1.50 FOSL1* 1.97 2.94
FOS* 9.18 4.63 DUSP10* 2.71 2.79 CXCL1* 2.90 1.29
HSPA6 2.31 1.62 DDIT3* 3.82 2.58 DNAJB1 1.15 2.14
CSF2* 2.45 3.64 CEBPB* 4.27 2.70

Cell-cell signaling/signal transduction
CXCL3 17.76 4.56 INHBA* 3.55 3.41 RASD1* 1.41 3.77
NR4A1 9.35 6.08 IL11* 2.87 3.80 CXCL1* 2.90 1.29
GEM2* 8.60 4.53 CCL20* 3.67 3.80 EDN3 2.60 1.39
IL6* 9.96 5.63 DUSP10* 2.71 2.79 GNA13 2.31 2.10
BIRC3* 6.28 3.43 RRAD 4.04 2.91 DPYSL3 1.47 2.64
CSF2* 2.45 3.64 BMP2 2.40 2.84 TTRAP 2.14 1.59
CXCL2* 7.31 2.31 SPRY2 1.78 3.99 TNFAIP6* 2.29 1.26
DUSP5 5.13 4.30 WISP3 3.59 2.56

Transcriptional regulation
FOS* 9.18 4.63 COPEB 2.94 4.35 MAFF 2.03 2.17
LIF* 4.17 4.68 MSC 2.80 4.35 MYC* 2.22 2.34
EGR1 4.15 5.55 DDIT3* 3.82 2.58 NR1D1 2.62 1.91
PLAB 6.99 2.09 CEBPB* 4.27 2.70 SNAI2 1.75 2.79
CRYPTIC 4.29 3.23 FOSB* 2.60 2.76 PMX1 2.69 1.80
ATF3 3.35 3.19 WTAP 4.00 2.20 FOSL1* 1.97 2.94
JUNB 4.09 3.91 JUN 2.73 4.23 JUND 2.90 2.48

Other biological processes
HMOX1 23.46 7.51 LDLR 3.32 2.45 CLN8 1.99 2.86
GLS 7.92 3.59 DYRK3 2.89 2.91 SLC2A3 2.37 1.95
DCT 3.48 4.50 HRY 1.41 2.20 AKR1B10 2.31 1.97
SLC19A2 5.10 2.31 TERF2IP 2.67 3.65 PIM1 1.86 1.80
HMGCS1 4.61 4.38 BHLHB2 3.17 3.17 COL4A3BP 2.56 1.43
FBXO32 7.86 2.54 SLC16A6 2.05 2.59 AKR1C1 3.07 1.22
SCD 4.24 2.13 NPC1 3.02 1.86

SAT 2.51 2.36

Downregulated genes
CYP1B1 3.06 2.03 SFTPC 5.26 3.85 TXNIP 7.20 4.10

*Genes appear under more than one category.
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TGF-b as aMolecularTargetof Doxazosin

Since other investigators have suggested that apop-
tosis induced by doxazosin is mediated by the induct-
ion of TGF-b [3], we examined our data for evidence to
support this theory. Although TGF-b sequences were
present on the array, gene expression of TGF-bwas not
changed by treatment with doxazosin in either normal
or BPH stromal cells. Therefore, at least at the RNA
level, TGF-b did not appear to be a molecular target of
doxazosin. We also searched our data for indirect
evidence of activity of TGF-b in doxazosin-treated cells.
In a separate project, we had previously treated the
normal and BPH stromal cells used in this study (F-TZ-
55 and F-BPH-32)with 1 ng/ml of TGF-b and identified
the regulated genes by cDNA microarray analysis
using similar methodologies to those used in the pre-
sent study. We, therefore, compared the genes regu-
lated by TGF-b in that analysis with those regulated by
doxazosin in the current study. The genes regulated
in common by TGF-b and doxazosin are shown in
Figure 3. There were 22 genes regulated in common by
the two factors, suggesting only a limited degree of
overlap (for full list of genes, see web supplement
(http://www.stanford.edu/�hongjuan/Doxazosin/).

TGF-bDoesNotMediateDoxazosin-Induced
Apoptosis in Prostatic Stromal Cells

The small number of genes regulated in common by
TGF-b and doxazosin in normal and BPH stromal cells
in our microarray analyses did not strongly support a
role for TGF-b as a key mediator of apoptosis in res-
ponse to doxazosin. To explore this further, we tested
whether blocking TGF-b could block apoptosis in
doxazosin-treated stromal cells bymonitoring collapse
of the mitochondrial membrane potential as an early
event during apoptosis. At 24 hr, doxazosin caused a

72% decrease in membrane potential compared to
diluent-treated control cells (Fig. 4). This decrease in
membrane potential was not significantly changed by
co-treatment with either pan-neutralizing antibody
against TGF-b (10 mg/ml) or non-immune IgG (Fig. 4).

TABLE II. Validation of GeneExpressionChangesUsingReal-TimeRT-PCR

Sample
gene

BPH1_8 hr BPH2_8 hr TZ1_8 hr TZ2_8 hr

RT-PCR Array RT-PCR Array RT-PCR Array RT-PCR Array

EGR1" 6.65� 1.36 8.63 3.40� 1.40 2.46 3.17� 1.18 5.82 2.24� 1.28 2.48
TNFAIP3" 21.60� 1.80 11.57� 2.67 8.19� 1.55 5.97� 0.77 11.06� 1.20 17.35� 2.63 3.82� 1.13 5.11� 0.39
IL6" 19.25� 1.86 4.93 11.06� 1.53 6.32 29.86� 1.18 13.64 13.00� 1.09 6.28
HMOX1" 2.24� 1.97 2.97 15.63� 1.70 12.04 17.96� 1.23 30.91 18.38� 1.15 16
JUNB" 5.92� 1.80 5.59� 0.42 1.07� 1.58 2.23� 0.29 3.32� 1.43 5.91� 0.42 2.89� 1.16 2.26� 0.07
INSIG1" 17.55� 1.82 8.88� 0.52 20.16� 1.58 8.52� 0.50 7.64� 1.29 9.48� 1.11 5.28� 1.39 9.96� 0.44
GADD45B 3.48� 1.81" 3.22� 1.48" 1.17� 1.57# 1.17� 0.18" 1.23� 1.23# 1.11� 0.15# 1.96� 1.23# 1.56� 0.04#
TXNIP# 3.25� 0.56 2.88� 0.10 3.82� 0.65 5.32� 0.05 12.70� 0.78 9.15� 0.04 9.62� 0.89 5.24� 0.01
CYP1B1# 1.87� 0.57 1.97� 0.467 1.74� 0.66 2.08� 0.54 4.39� 0.83 3.03� 0.24 3.73� 0.94 3.09� 0.18
SFTPC# 1.20� 0.49 2.91 3.65� 0.60 4.96 2.19� 0.79 7.01 6.65� 0.50 3.76

Bold entries indicate the only pair of data that showed expression changes in different directions in the RT-PCR vs. the microarray
analyses.

Fig. 3. TGF-b-responsivegenesmodulatedbydoxazosin.Doxazo-
sin-regulatedgeneswere comparedwith a setof TGF-b-responsive
genes identifiedpreviously.The effectof doxazosinonexpressionof
the genes in common is shown to the right organized in the same
order as in Figure1A.The effect of TGF-b is shown to the left with
untreated cells (black bar) and treated cells (red bar) in duplicates
for both BPHandnormal stromal cells.The gene tree shown at the
left of the images corresponds to the degree of similarity (Pearson
correlation)of thepatternofexpressionforgenesacross theexperi-
ments.Thedegree ofcolor saturationcorrespondswith theratio of
gene expression shown at the bottom of the image. [Color figure
can be viewed in the online issue, which is available at www.
interscience.wiley.com.]
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Addition of exogenous TGF-b itself induced apoptosis
(decreased membrane potential by 45% compared to
diluent-treated control cells), but only at the high con-
centration of 10 ng/ml (Fig. 4). Neutralizing antibody
against TGF-b (10 mg/ml) blocked TGF-b-induced
decrease in membrane potential, whereas 10 mg/ml of
non-immune IgG did not (Fig. 4). Altogether, these
results do not support the concept that induction of
TGF-b by doxazosin mediates doxazosin-induced
apoptosis in prostatic stromal cells.

TNF-a Implicatedas aMediator
of DoxazosinActivity

Many of the genes regulated by doxazosin in the
normal and BPH stromal cells pointed to activation of a
TNF-a signaling pathway. The gene most highly up-
regulated by doxazosin in both types of cells was TNF-
a-induced protein 3 (TNFAIP3), whose expression is
known to be rapidly induced by TNF-a [11]. Other
genes up-regulated by doxazosin—IL-6, EGR-1, and
JunB—are also known targets of TNF-a [11]. However,
TNF-a itself was not among the genes whose ex-
pression was altered by doxazosin treatment in our
microarray analysis. To determine whether postran-
scriptional eventsmight lead to elevatedTNF-aprotein
but not RNA in response to doxazosin, we measur-
ed TNF-a protein secreted by cells using a sensitive
ELISA method. Replicating the conditions used for the
microarray analyses, cells were fed fresh medium two
days prior to the addition of 50 mM doxazosin or
diluent. Levels of TNF-a protein were measured in
conditioned media taken 24 and 48 hr later. No mea-
surable TNF-a was found in conditioned media from
either treated or untreated cells, ruling out an increase
in TNF-a protein in response to doxazosin.

Doxazosin Increased ROS in
Prostatic Stromal Cells

Even though TNF-a itself was not identified as a
molecular target of doxazosin, our microarray results
nevertheless suggested the involvement of a TNF-a-
related signaling pathway in doxazosin-induced apop-
tosis. Generation of ROS is commonly associated with
such a signaling pathway, sowe evaluated the ability of
doxazosin to increase the level of ROS in prostatic
stromal cells. Cellular H2O2 levels in doxazosin-treated
relative to untreated cells increased significantly in a
dose-dependent manner at 6 hr (Fig. 5). This result
suggests that ROS may trigger the subsequent
downstream genetic and biological events occurring
in stromal cells in response to doxazosin, including the
induction of a TNF-a-related signaling pathway.

DISCUSSION

We have systematically examined the doxazosin-
induced gene expression changes in normal and BPH
stromal cells using cDNA microarrays, and identified
potential molecular targets of doxazosin in these two
cell types. Hierarchical clustering analysis revealed
striking gene expression variations in response to
doxazosin in common between both normal and BPH
stromal cells. One hundred fifteen genes identified by
SAM analysis showed significant differential expres-
sion after doxazosin treatment. The known functions of
67 of these genes indicate that doxazosin may express
its activities by modulating a variety of biological pro-
cesses such as cell proliferation/apoptosis, immune
defense, cell–cell signaling/signal transduction, and
transcription activity. It is interesting to note that
the majority of doxazosin-responsive genes were up-

Fig. 4. Measurementof stromalcellmitochondrialmembranepotential (DC) followingdoxazosinorTGF-b treatment.A: JC-1fluorescence
measurementofDC after treatmentwithfive(shadedbars)or50(solidbars)mMdoxazosincomparedtocontrol(openbars).Errorbarsrepres-
ent standard deviation of triplicatewells; *, P< 0.05.B: JC-1fluorescencemeasurementof cells treatedwith doxazosin (50 mM) or its diluent
DMSO(0.1%),orTGFb (10ng/ml)or itsdiluentPBS, followinga24hrpretreatmentwithPBS,IgG(10mg/ml) or anti-TGF-bneutralizing antibody
(10mg/ml).Representativedata fromthreeseparateexperiments;errorbarsrepresentstandarddeviationof triplicatewells;#,P< 0.05TGF-b1
versusPBStreatment; *P< 0.05doxazosinversusDMSO treatment.
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regulated and less than 5% were down-regulated.
However, the functions of genes that showed decreas-
ed expression after treatment may point to biological
mechanisms that underlie doxazosin activity in BPH as
well as potential activity against prostate cancer. For
example, one of the down-regulated genes, CYP1B1,
encodes an enzyme that activates procarcinogens [12].
A number of cancer chemopreventive agents, includ-
ing selenium and resveratrol, decrease CYP1B1 gene
expression (our unpublished data and [13]). Therefore,
doxazosin, like these other agents, may protect against
carcinogenicity induced by compounds that undergo
CYP1B1-catalyzed bioactivation.

Doxazosin also decreased expression of TXNIP in
prostatic stromal cells. TXNIP binds and inhibits thior-
edoxin, one of the primary components of the thiol-
reducing systems that maintain a reduced intracellular
state [14]. Since, we observed that doxazosin treatment
quickly increased ROS, the decreased expression of
TXNIP possibly represents a feedback mechanism to
maintain cellular redox homeostasis.

We also identified genes that were differentially
regulated by doxazosin in BPH versus normal stromal
cells. This may reflect the different basal transcriptome
between the two cell types upon which doxazosin
actionwas superimposed.Our finding that hierarchical
clustering of gene expression between normal and
BPH cells completely separated the two types of cells
supports previous reports, by us and others, of BPH-
specific biological traits of cultured prostatic stromal
cells [4]. Further investigation of these genetic differ-
encesmay provide insight into the etiology of BPH and
be relevant to the clinical activity of drugs such as
doxazosin that are used to treat BPH.

Results from several previous studies implicated
TGF-b as a mediator of doxazosin- or terazosin-
induced apoptosis. In the mouse prostate reconstitu-
tion model, doxazosin increased apoptosis in conjunc-
tion with up-regulation of TGF-b1 protein expression
[15]. Immunohistochemical analyses of BPH tissues
from men treated with finasteride and with or without
terazosin revealed increased expression of TGF-b1 in
both the epithelium and stroma of terazosin-treated
men [3]. In the aforementioned studies, it was not
determined whether up-regulation of TGF-b1 occurred
at the transcriptional or posttranscriptional level. In
examining our results, TGF-bwas not among the genes
regulatedbydoxazosin in ourmicroarray analyses. The
absence of TGF-b1 in the list of genes up-regulated at
the transcription level did not rule out the involvement
of TGF-b1 protein in doxazosin action. However, we
did not find that neutralizing antibody against TGF-b
blocked the apoptotic effects of doxazosin on these
cells, showing that TGF-b protein did not mediate
apoptosis. This result differs from that of Ilio et al.,
who concluded from a similar study that doxazosin-
induced apoptosis in cultured prostatic stromal cells
wasmediated in part by autocrine production of TGF-b
[16]. However, these investigators showed that neu-
tralizing antibody against TGF-b caused only a modest
decrease in doxazosin-induced apoptosis. Moreover,
the level of TGF-b production by these cells in the
presence of doxazosin was significantly less than that
shown to be required to induce apoptosis in these cells.
We conclude that TGF-b is not a key mediator of apop-
tosis in prostatic stromal cells in response to doxazosin.

While the mechanism by which doxazosin in-
duces apoptosis is unknown, Benning et al. pro-
posed that doxazosin and terazosin may cause severe
perturbations in cellular attachment to extracellular
matrix, resulting in anoikis [17]. While these investiga-
tors implicated activation of the TGF-b signaling
pathway in this process, our results are not consistent
with a role for TGF-b. Recently Keledjian and Kypria-
nou showed that treatment of the prostate cancer cell
line, PC-3, with doxazosin for 24 hr decreased the
ability of the cells to reattach after detachment from the
substrate [18]. While this is interesting, it does not in
fact demonstrate anoikis, which is apoptosis induced
by loss of attachment to extracellular matrix. Levels of
vascular endothelial growth factor (VEGF) RNA were
also decreased by doxazosin treatment of PC-3 cells in
this study, which we did not observe in the prostatic
stromal cells. In fact, in a limited cDNA microarray
analysis of doxazosin-treated PC-3 cells, with arrays
consisting of only 23 genes [19], the genetic program
initiatedbydoxazosindidnot showsubstantial overlap
with that found by us in prostatic stromal cells, sug-
gesting cell type-specific activity of doxazosin.

Fig. 5. CM-H2DCFDAfluorescence determinationofROS levels
instromalcellsafterexposuretodoxazosinfor6hr.ROSafterhydro-
genperoxide (500mM) is shownas apositive control.Data is shown
asapercentincreaseinfluorescencecomparedtoDMSOtreatment.
Representative data from two separate experiments; error bars
represent standarddeviationof triplicatewells; *,P< 0.05.
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While gene expression profiles induced by the iden-
tical stimulus may vary considerably among different
types of cells, it is informative to compare the genes
that were noted to differ between anchored and non-
anchored (undergoing anoikis) mammary cancer cells
(MCF-7) and genes regulated by doxazosin in prostatic
stromal cells. In the experiments with MCF-7 cells,
EGR1 was completely suppressed by anchorage, lead-
ing the investigators to speculate that EGR1 might
induce TRAIL production in non-anchored cells [20].
EGR1was among the genes up-regulated by doxazosin
in our study (5.6-fold in BPH cells and 4.2-fold in
normal cells), consistent with the possible induction of
anoikis by doxazosin. Heme oxygenase (HMOX1) was
also suppressed by anchorage of MCF-7 cells, and
HMOX1 was induced by doxazosin in prostate cells
(7.5-fold in BPH cells and 23.5-fold in BPH cells).
Apoptosis in non-anchoredMCF-7 cellswas seemingly
mediated by TRAIL, butwe sawno induction of TRAIL
by doxazosin in prostatic stromal cells.

Although the pattern of genes thatwe observed to be
regulated by doxazosin in prostatic stromal cells
implicated TNF-a in doxazosin-induced apoptosis,
TNF-a itself was not among the genes whose expres-
sion was altered by doxazosin treatment in our micro-
array analysis. We also did not detect TNF-a protein in
cell culture media during treatment with doxazosin,
ruling out a postranslational mechanism of increased
expression of TNF-a protein in response to doxazosin.
Nonetheless, our results indicate a potential role of
a TNF-a-like signaling pathway in doxazosin-induced
apoptosis whose validity still requires further studies.
In addition, we found that treatment of prostatic
stromal cells with doxazosin quickly generated ROS
in a dose-dependent manner. ROS may provide the
initial stimulus triggering a TNF-a-related signaling
pathway that leads to cell death, or may be the con-
sequence of TNF-a-related signaling.

In summary, we have identified potential molecular
targets of doxazosin in normal and BPH stromal cells
on a genome-wide scale using cDNAmicroarrays. Our
results do not support the involvement of TGF-b in
doxazosin-induced apoptosis, but rather suggest a role
for a TNF-a-related signaling pathway. Our data set
will not only provide clues for future studies on the
mechanism of doxazosin-induced apoptosis but may
also lead to improved therapies for BPH based on
mechanistic knowledge.
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BACKGROUND. The aim of this study was to characterize gene expression and DNA copy
number profiles in androgen sensitive (AS) and androgen insensitive (AI) prostate cancer cell
lines on a genome-wide scale.
METHODS. Gene expression profiles and DNA copy number changes were examined using
DNAmicroarrays in eight commonlyusedprostate cancer cell lines.Chromosomal regionswith
DNA copy number changes were identified using cluster along chromosome (CLAC).
RESULTS. There were discrete differences in gene expression patterns between AS and AI
cells that were not limited to androgen-responsive genes. AI cells displayed more DNA copy
number changes, especially amplifications, than AS cells. The gene expression profiles of cell
lines showed limited similarities to prostate tumors harvested at surgery.
CONCLUSIONS. AS and AI cell lines are different in their transcriptional programs and
degree of DNA copy number alterations. This dataset provides a context for the use of prostate
cancer cell lines asmodels for clinical cancers. Prostate 63: 187–197, 2005. # 2004Wiley-Liss, Inc.
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INTRODUCTION

The high incidence of prostate cancer, the most
common cancer in American men, demands the
development of novel therapeutic strategies which
will be achieved through a better understanding of
the molecular events underlying the initiation and
progression of prostate cancer [1,2]. Prostate cancer-
derived cell lines have been used as important model
systems to study themolecularmechanisms of prostate
cancer for several decades, yielding a large amount of
valuable information on tumorigenesis and progres-
sion, and serving asmodels for the development of new
treatment strategies [3]. Prostate cancer cell lines are
classified as either androgen sensitive (AS), which
express the androgen receptor (AR) and androgen-
responsive genes such as PSA, and androgen insensi-
tive (AI), which lack AR and do not respond to

androgen stimulation. In general, AS prostate cancer
cells have a lower malignant potential than AI cells
[4,5].

Despite the wide usage of these cell lines in prostate
cancer research, a global genotypic and phenotypic
characterization of these cell lines is currently lacking.
More importantly, how well these cell lines model
primary or metastatic tumors, as reflected in their
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global transcriptional programs, is unknownand could
help in assessing the validity of experiments that use
these cell lines. Here, we characterize the gene expres-
sion andDNAcopynumberprofiles of fiveAS (LNCaP,
LAPC-4, MDA PCa 2a, MDA PCa 2b, and 22Rv1) and
three AI (PC-3, PPC-1, and DU 145) prostate cell lines
using DNA microarrays. Comparison of these profiles
reveals consistent differences between AS and AI cell
lines, while comparison of the cell line transcript
profiles to those from clinical samples allows assess-
ment of thefidelity of theprostate cancer cell lines to the
disease in vivo.

MATERIALSANDMETHODS

Cell Culture

LNCaPand22Rv1were obtained from theAmerican
Type Culture Collection (ATCC, Manassas, VA) and
grown in RPMI 1640 with 2 mM L-glutamine, supple-
mented with 10% fetal bovine serum (FBS), 100 U/ml
penicillin/100 mg/ml streptomycin (InvitrogenTM,
Carlsbad, CA). PC-3 and PPC-1 were a gift from
William G. Nelson (Johns Hopkins University, Balti-
more, MD) and grown in the same medium. LAPC-4
was a gift from Robert E. Reiter (University of
California at Los Angeles, Los Angeles, CA) and
cultured in Iscove’s media with 10% FBS and 100 U/
ml penicillin/100 mg/ml streptomycin. MDA PCa 2a
and MDA PCa 2b were kindly provided by Nora
Navonne (M.D. Anderson Cancer Center, Houston,
TX) and cultured in BRFF–HPC1 media (AthenaESTM,
Baltimore,MD)with 10%FBSand 100U/mlpenicillin/
100 mg/ml streptomycin. DU 145 was obtained from
ATCC and grown in F15Kminimum essential medium
with 10% FBS and 100 U/ml penicillin/100 mg/ml
streptomycin. Cells were routinely fed with fresh
media and incubated in a 378C incubator at 5% CO2.

GenomicDNAandTotal RNAIsolation

Cellswere collected from150mmcell cultureplate by
trypsinization andwashedwith 1� PBS. GenomicDNA
was isolated from cultured tumor cells and the white
blood cells of a healthy male using a QIAamp Blood
DNA Maxi kit (Qiagen, Valencia, CA) according to
manufacturer’s instructions. The concentration of geno-
mic DNA was determined using an MBA 2000 spectro-
meter (Perkin Elmer, Boston, MA), and the quality of
genomic DNAwas assessed by electrophoresis.

Total RNA was isolated using TRIzol solution
(InvitrogenTM). Mediumwas aspirated from each 150 mm
cell culture plate and 5 ml TRIzol solution was added.
After 5 min of gentle agitation, lysates were extracted
with chloroform, and the organic and aqueous layers
were separated using Phase Lock Gel (Eppendorf1,

Westbury, NY). Total RNA was precipitated with
isopropanol and further purified with an RNeasy mini
kit (Qiagen). The concentration of total RNA was
determined using an MBA 2000 spectrometer (Perkin
Elmer), and the integrity of total RNA was assessed
using a 2100 Bioanalyzer (Agilent Technologies, Palo
Alto, CA).

MicroarrayHybridization

Transcript profiling. Cy5 labeled cDNAwasprepared
from total RNA isolated from tumor cells and Cy3
labeled cDNA from total RNA of custom-made
reference RNA pooled from 11 established human cell
lines [6] by reverse transcription. Seventy micrograms
of total RNA was mixed with 5 mg of oligo dT primer
(Qiagen) in 16 ml of RNase-freewater, incubated at 708C
for 10 min, and cooled on ice for 2 min. The remaining
probe labeling, hybridization, and array washing were
carried out as previously described [7]. The combined
Cy5 and Cy3 labeled probes were hybridized to cDNA
microarrays containing 41,805 elements representing
27,365 genes (Stanford Functional Genomics Facility).
The raw data are available at http://www.stanford.
edu/�hongjuan/prostate cell line.

Array-based comparative genomic hybridization
(aCGH). Digestion, labeling, and microarray hybridi-
zation of genomic DNA from tumor cells and normal
male blood cells were essentially performed as pre-
viously described with slight modification [8]. Four
micrograms of genomic DNAwas digested withDpnII
and purified using Qiaquick PCR purification kit
(Qiagen). Digested DNA from tumor cells was labeled
byCy5, and that fromnormal blood cells byCy3using a
RadPrime DNA Labeling System (InvitrogenTM) in a
50 ml reaction volume. The combined Cy5 and Cy3
labeled probes were hybridized to the same cDNA
microarrays as used for transcript profiling described
above. The raw data are available at http://www.
stanford.edu/�hongjuan/prostate cell line.

DataAnalysis

Arrays were scanned using an Axon scanner 4000B,
and analyzed with GenePix Pro 3.0 software (Axon
Instruments, Union City, CA). Spots of poor quality
were removed from further analysis by visual inspec-
tion. The resulting data from each array was submitted
to the Stanford Microarray Database (SMD http://
genome-www5.stanford.edu/microarray/SMD) [9].

Identification of chromosomal regions with DNA
copy number changes. Cluster along chromosomes
(CLAC) was used to identify regions with statistically
significant DNA copy number changes from the aCGH
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data (http://www–stat.stanford.edu/�wp57/CGH-
Miner) [10]. A tree is built using a hierarchical cluster-
ing algorithm along each chromosome arm where
regions with DNA copy number gain or loss are
separated into different branches. Whether a node
(a point where two or more lines meet in a tree) is
associated with DNA copy number change is deter-
mined based on the joint distribution of three statistics:
the mean value of the leaves (the elements at the very
bottom of a tree) of the sub-tree, the size of the sub-tree,
and the height of this node in the tree. A false discovery
rate (FDR) is defined for each cell line based on data
from normal cells using an empirical Bayes approach.
The selected regions with gain or loss and log 2 based
ratios of DNA copy number in cell line versus normal
blood cells for each gene are available at http://
www.stanford.edu/�hongjuan/prostate cell line.

Analysis of transcript profiles. Ahierarchical cluster-
ing algorithmwas applied to group genes and samples
on the basis of their similarities in expression, and
the results were visualized using TreeView software
(http://rana.lbl.gov/EisenSoftware.htm) [11]. Only
spots with a signal intensity >50% above background
in the Cy5 and Cy3 channels were retrieved. For the
cell lines, data was included in the analysis if it was
available in at least 70% of the samples. For combined
analysis of the cell lines and tumor samples, only spots
with a regression correlation (of intensity among all
pixels within a spot) greater than 0.5 and measurable
in at least 75% of the samples were included in the
analysis. Fluorescence ratios were mean-centered for
each gene across all samples included in each analysis.

Significance analysis for microarrays (SAM). Genes
with potentially significant variations in expression
between AS and AI cells were identified using the

SAM procedure [12], which computes a two-sample
T-statistic (e.g., for AS vs. AI cells) for the normalized
log ratios of gene expression levels for each gene.
The procedure thresholds the T-statistics to provide a
‘‘significant’’ gene list and provides an estimate of the
false-discovery rate (the percentage of genes identified
by chance alone) from randomly permuted data.
Clones (18,507) whose expression was available in at
least 80% of the samples were included in the analysis.
Weused a selection threshold that gives the lowest FDR
and identifies the highest number of significant genes.

RESULTS

Gene Expression Patterns of AS and
AIProstateCancer Cells

To obtain a representative view of the gene expres-
sion profiles of prostate cancer cells, we measured
transcript levels of 27,365 genes in five AS and three AI
cell lines (Table I) using cDNA microarrays. Unsuper-
vised hierarchical clustering analysis was used to
group the eight cell lines based on the similarities in
their expression patterns over 1,703 selected clones
representing 1,261 unique genes that varied by at least
3-fold from the mean abundance in at least two cell
lines (Fig. 1, for full list of clones, see web supplement
at http://www.stanford.edu/�hongjuan/prostate cell
line). All AS cell lines clustered separately from the
AI cell lines (Fig. 1A), suggesting that AS cells share
similar transcriptional programs that are different from
AI cells. Out of the 1,261 genes, 420 showed differential
expression between all AS and AI cells (e.g., Fig. 1B,C).
The remaining 841 genes showed varied expression
across the cell lines in ways not predicted by their AR
status (Fig. 1A and supplemental website).

Expression of AR and its downstream targets ac-
counted for some, but not all, of the differences in gene

TABLE I. Characteristics of Prostate Cancer Cell Lines Studied
(Russell andKingsley, 2003 [3])

Cell line Source Androgen sensitivity
Androgen

receptor (AR) PSA

LNCaP Lymph node metastasis Androgen sensitive (AS) þ þ
MDA 2a Bone metastasis AS þ þ
MDA 2b Bone metastasis AS þ þ
LAPC4 Lymph node metastasis AS þ þ
22Rv1 Xenograft AS NR þ
PC-3 Lumbar metastasis Androgen insensitive (AI) � �
PPC-1 Poorly differentiated

adenocarcinoma
AI � �

DU 145 Central nervous
system metastasis

AI � �
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expression between the AS and AI cell lines. AS cell
lines expressed known androgen regulated genes [13–
16], such as NKX3-1, KLK2, KLK3, TMPRSS2, and
AIBZIPwhileAI cell lines expressednegligible levels of

these transcripts (Fig. 1B). We compared the cell line
gene expression dataset to 385 named unique genes
found to be responsive to androgen in LNCaP cells [17].
Out of the 420 genes that differentially expressed

Fig. 1. Geneexpressionpatternsbetweenandrogensensitive(AS)andandrogeninsensitive(AI)cellsshownbyhierarchicalclusteringanalysis.
Bothgenes (representedbyrows) and samples (representedbycolumns)were clusteredaccording to their similarities in expressionpatterns.
Thedegreeofcolor saturationcorresponds to theratio ofgeneexpressionshownat thebottomof theimage.In thedendrogramshownontop
of the overviewimage (A), AS cellswere coloredpurple andAI cells orange.Thegene tree shown at the leftof the images corresponds to the
degreeofsimilarity(Pearsoncorrelation)of thepatternofexpressionforgenesacrosstheexperiments.B:Genesdown-regulatedacrossAIcells
butup-regulated acrossAS cells; (C) genesup-regulated acrossAI cellsbutdown-regulated acrossAS cells. [Color figure canbeviewedin the
onlineissue,whichis availableatwww.interscience.wiley.com.]
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between all AS and AI cells, only 22 were found in the
androgen-responsive gene list, and out of the 1,261
genes that varied across all cell lines, 58 were found in
this list (Fig. 2). The slightly enrichment of androgen-
responsive genes in these 420 and1,261 genes (1.35- and
1.18-fold, respectively) was not statistically significant.
To further assess the contribution of androgen signal-
ing pathways to the differences in gene expression
between AS and AI cells, we used SAM procedure to
identify 1,248 transcripts representing 734 named
unique genes whose expression level differed signifi-
cantly betweenAS andAI cells with a FDR 0.5%. Thirty

nine out of these 734 geneswere found in the androgen-
responsive gene list, representing a 1.4-fold enrichment
that is small but statistically significant (P¼ 0.03). The
top 79 genes were listed according to their functions
annotated in GO (Table II) [18]. Taken together, these
results suggest that differential expression of androgen-
responsive genes contribute to differences in expres-
sion profiles between AS and AI cells but to a limited
degree.

Other than the androgen signaling pathway,
genes differentially expressed between AS and AI cell
lines are involved in diverse cellular processes based
on their GO annotations [18]. For instance, AS cells
showed relatively high levels of expression of genes
involved in cell proliferation/apoptosis (DAPK1,
CCNG2, RRAGD, ERBB2, DHX36, AMACR), cellular
metabolism (ASRGL1, PLCB4, CA4, ENPP5, GGTL3,
MCCC2, HSD11B2), and transcriptional regulation
(PDEF, NCOA1, TLE3, IRF6, GGTL4, MGC48625,
TNRC3, ZNF440, RORC). On the other hand, in AI cells
higher levels of expression were noted in a set of genes
implicated in the regulation of cell adhesion (ICAM1,
PLAU, ITGA3, LOXL2, LCP1, CFL2, CNTN1, LGALS1,
ADAM12, COTL1, CAV1, PLAUR, FSCN1, ADAM13,
MSN), cell growth/maintenance (TM4SF1,PLAU,MET,
IGFBP6, PLAUR, SOCS3, EXT1, DAB2), and immune
response (SART2, MGLL, FCGRT, APOE, IFIT1).

DNACopyNumberChanges in Prostate
CancerCells and Their Contribution to

RNAExpressionVariation

To further explore the global genomic differences in
prostate cancer cell lines, we characterized DNA copy
number variations by aCGH using the same cDNA
microarray platform utilized for expression profiling.
A ratio of DNA copy number in the cell lines compared
to normal, diploid karyotype cells was calculated for
each gene, and multiple chromosome regions with
significant changes in DNA copy number were identi-
fied using CLAC (Fig. 3) [10]. In general, AI cells,
particularly PC-3 and PPC-1, harbored more DNA
copy number changes than AS cells. The total number
of genes showing significant copy number variations in
AI cells ranged from 7,005 to 9,900, while in AS cells the
number ranged from 1,502 to 6,306, and the difference
was statistically significant (P¼ 0.01). Gains exceeded
losses in all of the cell lines (Table III). MDA PCa 2a
and MDA PCa 2b showed the fewest changes and
shared very similar profiles (gain/loss, distribution,
and magnitude) (Fig. 3). PC-3 and PPC-1 also showed
similar changes across all chromosomes (Fig. 3). The
selected regions as well as the complete dataset are
available at http://www.stanford.edu/�hongjuan/
prostate cell line.

Fig. 2. Androgen-responsivegenesdifferentiallyexpressedinAS
and AI cells.On the left are expression patterns of 58 androgen-
responsivegenesin the8cell lines.Ontheright aregeneexpression
patterns of the same set of genes from two separate time courses
induced by treatment of LNCaP cells with the synthetic androgen
R1881.Thereddotsindicatewell-characterizedandrogen-regulated
genes. [Color figure canbeviewedin the online issue,whichis avail-
ableatwww.interscience.wiley.com.]
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High-level copy number changes (>3-fold), particu-
larly gains, comprised only a small portion of the
variations among the prostate cell lines (Table III). PC-3
and PPC-1 accounted for the majority of the total high-
level gains (97%), as well as 58% of the total high-level
loss (>3-fold). DNA copy number changes correlated
with expression variations greater than 3-fold in 11% of
the genes in all of the cell lines. In general, this cor-
relation was lowest in the AS cell lines and greatest in
the PC-3 and PPC-1 cell lines, suggesting that DNA

copy number changes might contribute to expression
variations of these cells to a greater extent than the other
prostate cancer cell lines.

Gene Expression Patterns of Prostate
Cancer Cell Lines and Tumors

We have recently employed the same DNA micro-
array platform used in this study to define three
molecular subtypes of prostate cancer associated with

TABLE II. Top 79Genes Signif|cantlyDifferentially ExpressedBetweenAS andAICells Identif|edby Signif|canceAnalysis for
Microarrays (SAM)Analysis

Up-regulated in AI cells

Regulation of transcription BAPX1, ETS1,a HOXA11, MCM3,a NMI,a TAZ, UHRF1
Cell adhesion/extracellular

matrix/cytoskeleton
CD58,a COL4A2, CORO1C,a COTL1, CYR61,a,b ESDN,a ICAMI, ITGBI,a LOXL2, MSN, PTPN12,

RINIa

Immune response CD58,a ETS1,a IFIT5, IL6,a NMIa

Cell cycle/apoptosis CAV1,a CAV2,a CORO1C,a CYR61,a DTR,a ESDN,a ETS1,a EXT1,a IGFBP6,a IL18,a IL6,a MCM3,a

PLAU,a PLAUR,a TGFBR2, TNFRSF1B
Signal transduction CAV1,a CAV2,a CORO1C,a DTR,a EXT1,a GNG11, IGFBP6,a IL18,a IL6,a ITGB1,a JAK1, MET,

NMI,a PLAU,a PLAUR,a RIN1,a TIAM1
Other functions ADFP, ANXA1, APOE, CDA, DDEF1, DPP9, FACL4, FER1L3, HPCA, SES1, LOC254531,

MAN2A1, NT5E, PDXK, TXNDC
Unknown functions DIPA, FSCN1, GK003, KIAA1949, LOC285533, PALM2, PHLDA1, PYGL

Down-regulated in AI cells

Regulation of transcription UHRF1, CREB3L4, IRX3, ZNF440
Other functions ERBB3, FLJ14681,b FOLH1,b KLK3,b MCCC2,b MYO6, P8, POLI, RoXaN, SELENBP1
Unknown function AZGP1, C14orf45, MGC22960, FLJ33977, KIAA0346, KIAA0977, MGC4309, TLE3b

aGenes appear in more than one category.
bGenes in common with androgen responsive genes identified using SAM by DePrimo et al. [1].

Fig. 3. DNAcopynumberchangesinASandAIprostatecancercelllines.Thechromosomalregionswereseparatedbyblueverticallines and
thechromosomalnumberwasplacedontopof thegraph.GeneswithDNAcopynumbergainwerecoloredredandwithlossgreen.Theheightof
the bars represents the log 2 based ratio of DNAcopy number changes. [Color figure canbe viewed in the online issue, which is available at
www.interscience.wiley.com.]
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distinct clinicopathological features [19]. To assess the
similarities and differences between expression pro-
files of cell lines and the newly identified molecular
subtypes of tumors, hierarchical cluster analysis was
used to compare gene expression patterns of the 8
prostate cancer cell lines to 62 primary tumors and 9
pelvic lymph node metastases across 3,356 unique
genes represented by 4,924 clones whose expression
varied more than 3-fold in at least three samples (for
full list of clones, see web supplement at http://
www.stanford.edu/�hongjuan/prostate cell line). In
the dendrogram, tumors segregated into three distinct
groups highly similar to that observed previously
(types I, II, and III) (Fig. 4 and Lapointe et al. [19]). In
addition, types I and II tumors were grouped on one
main branch, while type III and cell lines on the other
main branch, suggesting that cell lines may share more
similaritieswith type III tumors thanwith types I and II
tumors.Moreover, the AS andAI cell linesmost closely
resembled each other in their gene expression profiles,
evidenced by the short branch length of the cluster
dendrogram.

Hierarchical cluster analysis demonstrated that gene
expression patterns of prostate cancer cell lines shared
limited similarities to each of the threemolecular tumor
subtypes. For instance, genes such as FGFR3, CLDN4,
and TLE3 showed similar expression patterns in cell
lines and type I tumors, a class comprised mainly of
relatively low-grade, organ-confined tumors (Fig. 4B).
In addition, genes such as GTF2A1, PAI-RBP1, TFDP1,
ILF2 that are involved in transcriptional regulation
were expressed at high levels in cell lines and inter-
mediate levels in most of type II tumors, but showed
little expression in type III tumors (Fig. 4C). Both the
cell lines and the type III tumors, comprised mainly

of lymph node metastases and a few high-grade
primary tumors, showedhigh level expression of genes
involved in protein synthesis (RPL13, RPS9, RPL15)
and transcriptional regulation (DRAP1,TRIM28,SELH,
MA2,COBRA1,POLR2E) (Fig. 4D), although the ampli-
tude of the expression level of these genes in cell lines
was relatively higher and more uniform than in lymph
nodemetastases. Moreover, the AS cell lines expressed
some genes (e.g., STAT3, ITGAV, SNAP23, CD164) at
levels similar to those seen in type I and type II tumors,
while these genes were not expressed in the type III
tumors or in AI cell lines (Fig. 4F).

Cell lines did, however, show considerable differ-
ences in gene expression from each of the three molec-
ular subtypes of tumors in hierarchical cluster analysis.
For instance, all cell lines showed significantly higher
expression levels of the proliferation genes (e.g.,
CENPF, MCM4, CHEK1, MCM6, MCM3, CKS2, CDC6,
CDC2) compared to that observed in solid tumors
(Fig. 4E). Removal of approximately 400 cell cycle
regulated clones identified using results from previous
study by Whitfield et al. [20] from the analysis did not
alter significantly the overall cluster dendrogram (see
web supplements). In addition, a host of extracellular
matrix structural constituents, including different
types of collagens (COL18A1, COL4A2, COL1A1,
COL5A1, COL16A1, COL6A3, COL1A, COL3A1),
showed high expression levels in lymph node metas-
tases, lower expression in the primary tumors, and
virtually absent expression in cell lines (see web
supplement).

To further examine the relationships of cell lines
and molecular subtypes of tumors in gene expression,
weappliedprinciple component analysis to thedataset.
The projections of the 79 samples into the first three

TABLE III. ComparisonofDNACopyNumberChanges andRNAExpressionVariations in Eight Cell Lines*

22Rv1 LAPC4 LNCaP MDA 2a MDA 2b Average PC-3 PPC-1 DU 145 Average

Genes with DNA copy number changes
" 4,369 5,272 1,610 1,246 1,025 2,704a 6,739 6,837 4,882 6,153a

# 1,094 1,034 984 596 477 837b 2,372 3,063 2,123 1,500b

High level DNA copy number changes (>3-fold)
" 0 2 0 0 1 <1c 58 82 2 47c

# 13 13 88 43 31 38 117 180 25 107
High level RNA expression changes (>3-fold)
" 327 294 183 298 332 287 322 302 342 322
# 233 241 187 268 214 229d 259 375 299 311d

RNA expression variation >3-fold associated with DNA copy number change
" 36 (11%) 47 (16%) 5 (3%) 7 (2%) 16 (5%) 22 (7%e) 88 (27%) 50 (17%) 46 (13%) 61 (19%e)
# 5 (2%) 12 (5%) 8 (9%) 6 (2%) 9 (4%) 8 (4%f) 43 (17%) 39 (10%) 26 (9%) 36 (12%f)

*False discovery rate (FDR) <0.05 was chosen for all cell lines.
a–fDifferences observed in AS versus AI cells are statistically significant (P< 0.05).
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Fig. 4. Hierarchicalclusteringanalysisofgeneexpressionvariationsinprostatecelllinesandsolidtumors.Inthedendrogram,branchesrepre-
sentingAScellswerecoloredinbrownandAIcellsinorange.Branchesrepresenting typeItumorswerecoloredinyellow,typeIIinblue,andtype
III inpurple.Regionsdesignatedby thecoloredbars to therightof theoverviewimage(A) are showninB^F.B:Genesup-regulatedin type I,III
tumorsandcelllines; (C)genes showinghighestexpressionincelllines, intermediateexpressionintypeIandII tumors,andlowestexpressionin
type III tumors; (D)genesup-regulatedincelllines andtypeIII tumors; (E)genesassociatedwithproliferationactivity; (F)genesup-regulatedin
typeI,II tumorsandAScells;(G)principalcomponentanalysisofgeneexpressioninall79samples.[Color figurecanbeviewedintheonlineissue,
whichis availableatwww.interscience.wiley.com.]



principal components (pc1, pc2, and pc3), which
capture 32.6, 43.2, and 49.6% of the variances in the
dataset respectively, were plotted (Fig. 4G). Solid
tumors most closely resemble each other in gene
expression for pc1 and pc3, but not pc2. Cell lines are
slightly closer to type III tumors in gene expression than
to type I/II tumors for pc1. However, they closely
resemble type I/II but not type III tumors for pc2. These
results suggest that different subtypes of tumors
shared similar gene expression with each other to a
greater extent than with cell lines, although the cell
lines do share some gene expression features with the
solid tumors.

DISCUSSION

AS and AI prostate cancer cell lines have been
discriminated from each other principally by their
response to androgen stimulation, their expression of
AR, and several androgen responsive genes such as
PSA, and their growth kinetics. Global characterization
of gene expression patterns and DNA copy number
variations revealed two additional striking differences
between AS and AI prostate cancer cell lines. First,
there are intrinsic and reproducible differences in gene
expression between AS and AI cell lines that involve
genes from many functional classes beyond AR
signaling pathways. Second, the AI cell lines show
greater genome wide DNA copy number imbalances
than the AS cell lines.

AR-signaling pathways are essential to prostate
development, prostate carcinogenesis and progression
[21]. With progression to androgen resistance, AR
signaling remains intact, and virtually all tumors
continue to expressAR and PSA, despite absent ligand,
possibly due to increased sensitivity to androgen or
activation of signaling pathways downstream of AR
[22–25]. In vitro, AS cell lines show expression ofmany
androgen regulated genes, as well as many other genes
not affected by androgen that are distinct from AI cell
lines. Although AI cell lines do not express AR and
PSA, they do, however, retain expression of a small
set of genes identified as androgen responsive. It is
possible that these remnants of the AR signaling
pathway are necessary to allow AI cells to survive
and proliferate. Furthermore, AI cells may require
activation of other pathways outside of the androgen
signaling pathway and this may account for the large
differences in gene expression betweenAI andAS cells.
Whether these changes are necessary for AI cell lines
to survive without the androgen-signaling pathway
intact is unclear, but could be a fruitful area of
investigation.

A number of allelic imbalance events have been
reported in primary human prostate cancers including

loss of chromosome material from 8p, 10q, 16q, 17p,
and gain of chromosome 8q. While examples of each
of these changes can be found in the cell lines, none of
the cell lines shows all of these changes, and few have
more than two of these changes. DNA copy number
changes correlated with gene expression changes
greater than 3-fold in only 11% of genes in the cell
lines, suggesting that most alterations in transcript
levels are not directly secondary to changes in DNA
levels. Our findings are consistent with our prior
observations of the effect of copy number changes on
gene expression in breast cancers [26]. The AI cell lines
had consistently more DNA copy number changes
than the AS cell lines, and appear to have far more
alterations, particularly gains, than have been report-
ed in primary tumors. This difference in DNA copy
number gains and losses might also contribute to the
differences in gene expression betweenAS andAI cells.
In addition, it suggests that AI cellsmight have a higher
degree of genetic instability that contributes to their
insensitivity to androgen.

Review of both the expression and DNA copy
number data provides potential insights into the re-
latedness of the prostate cancer cell lines. For example,
MDA 2a and MDA 2b, two clones originated from the
same patient [27], showed highly similar gene expres-
sion and DNA copy number changes. In many studies,
paired tumor samples from a single individual more
closely resemble each other than they do tumors for
another individual, and the similarities between the
MDA cell lines likely reflect their common origin [6].
Some differences have been reported between the
MDA cell lines in their growth in vivo and in vitro
[27], and it is possible that the subtle differences in gene
expression between them underlie these differences.
PC-3 and PPC-1 that share similar karyotypes and are
thought to be derived from a common source [28–30].
The striking similarities between their gene expression
profiles and DNA copy number alterations substan-
tiate this hypothesis, although some differences can be
found between them. These differences might reflect
clonal drift of the cell lines after years of independent
growth in vitro.

Comparison of the gene expression patterns of the
prostate cancer cell lines to those of surgically-resected
tumors provides some insights into how well the cell
lines model the disease in vivo. The gene expression
patterns of the cell lines differed significantly from
those of solid tumors, which may be explained in part
by the fact that all of the tumors included in this study
were hormone naı̈ve, while all cell lines were derived
from hormone refractory tumors. The differences
observed in gene expression between cell lines and
tumors may also be due to their high rates of pro-
liferation, the absence of stromal cells, and their growth
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under in vitro conditions. Our findings suggest caution
should be used when using cell lines to model prostate
carcinogenesis or progression in vivo. However, care-
ful mining of the dataset revealed that some expression
pathways are preserved in the cell lines that mimic
those seen in different molecular subtypes of prostate
cancers. Our results provide a valuable resource for
experimentaldesignand result interpretationof invitro
studies aimed at understanding functions of candidate
genes in prostate cancer cells.

CONCLUSION

We have systematically characterized gene ex-
pression variations and DNA copy number changes
in AS and independent prostate cells. Hierarchical
clustering analysis separated them by their androgen
sensitivity, although the genes differentially expressed
between AS and AI cells are involved in a variety of
biological processes such as androgen signaling and
cell adhesion. Prostate cell lines tested in this study
showed limited similarities in gene expression to
surgically-resected prostate tumors, although they
might be appropriate model systems for mechanistic
studies of selected genes or pathways. The global gene
expression and DNA copy number datasets in the
prostate cancer cell lines could serve as a resource for
prostate cancer research. Searchable versions of the
datasets and the raw data are available at a companion
website (www.stanford.edu/�hongjuan/prostate cell
line).
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